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INTRODUCTION 

 

Relevance. The relevance of this work is associated with the growth of the 

Internet and the continuous increase in the amount of data in it. In this regard, it 

became necessary to automatically process textual information and determine the 

semantic characteristics of the text. Since existing methods and technologies do not 

achieve the required quality, new methods are needed to solve these kinds of problems. 

Examples of such tasks are the task of defining the keywords of the text and the task of 

constructing a lexical ontology of natural-language text. Effectively resolving these 

tasks allows you to deduce the overall theme and meaning of the text, which can later 

be used in areas such as SEO to determine the most relevant search results for users. 

The purpose and objectives of the study. The purpose of the work is to solve the 

problem of computational linguistics on the basis of ready-made libraries, algorithms 

and tools of the NLTK linguistic software package, in particular in carrying out 

sentimentalanalysis of natural-language texts on the basis of communication between 

the members of the sentence. 

In order to achieve the above goals, you need to solve a number of the following 

tasks: 

a. analysis of areas of artificial intelligence in terms of the tasks of computational 

linguistics; 

b. overview and justification of the choice of technological means for solving the 

problem; 

c. development and testing of sentimentaltext analysis software. 

Object of study.The object of this study is the processes of linguistic analysis of 

English texts. 

Subject of study.The subject of this study is the methods and means of solving 

the problem of sentimentalanalysis of English texts using the NLTK software package. 

Practical implementation.The implementation of the system will allow to solve 

the problem of sentimentalanalysis of English-language texts based on the NLTK 

software package. 
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Research methods.In the process of research were applied: analysis, analogy, 

modeling, classification and experiment. 

Novelty.To improve existing methods of sentimentalanalysis of natural-language 

texts on the basis of communication between the members of the sentence. 

Approbationof  the results. The research results were presented at the 

XLVІІІScientific and Technical Conference of the faculty, staff and students of VNTU 

(March 2018)[43]. 
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1 ANALYSIS ARTIFICIAL INTELLIGENCE FROM THE POINT OF 

PROBLEMS COMPUTATIONAL LINGUISTICS 

 

1.1 Analysis of approaches to the understanding of artificial intelligence 

 

The only answer to the question what the artificial intelligence (AI) does not 

exist. Almost every author who wrote a book on artificial intelligence, it is repelled by 

any definition, considering his relation to achieving the science. The philosophy of 

unresolved questions about the nature and status of the human intellect. There is no 

exact criteria for achieving computers "reasonableness", although at the dawn of 

artificial intelligence has been proposed a number of hypotheses, such as the Turing 

test or hypothesis Newell-Simon [2]. Therefore, despite the existence of a set of 

approaches to understanding the problems of AI and the creation of intelligent 

information systems, there are two main approaches to the development of artificial 

intelligence: 

 drop down (Top-Down AI) or semiotic - is the creation of expert systems, 

knowledge bases and inference systems that mimic human high-level mental processes, 

including thinking, reasoning, language, emotions, creativity; 

 upward (Bottom-Up AI) or biology - the study of neural networks, 

evolutionary computation, modeling intelligent behavior based on biological elements, 

and creating appropriate systems such as neurocomputer or bio-computer [1,2]. 

The latter approach, strictly speaking, does not belong to the science of artificial 

intelligence in the sense given by John McCarthy, but they share common ultimate 

goal. The tasks of computational linguistics are the first semiotic approach. 

 

1.1.1 Turing Test and intuitive approach 

 

Empirical test was proposed by Alan Turing in his article "Computing machinery 

and intelligence» (Computing Machinery and Intelligence) published in 1950 in the 
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philosophical journal «Mind». The purpose of this test is to determine the possibility of 

artificial thinking close to human. 

The standard interpretation of this test is as follows: "Man interacts with one 

computer and one (other) person. Based on the answers to the questions should 

determine first person to whom he speaks, with a person or computer program. The 

task of a computer program to introduce people into error, forcing make the wrong 

choice. " All test participants will not see each other. 

The most common approach assumes that AI will be able to detect behavior 

(Figure 1.1), which is different from the human, and in normal situations. This idea is a 

generalization of the Turing test approach, which claims that the car will be reasonable 

when will be able to maintain a conversation with an ordinary man, and he can not 

understand that tells the machine (the conversation is by correspondence). 

 

 

Figure 1.1The principle of the Turing test 

 

Fiction writers often suggest another approach: AI occurs when the machine will 

be able to feel and to create. Thus, the owner of the Andrew Martin "bicentennial man" 

begins to treat him as a man when he creates his own toy project. A Deyta of "Star 

Trek" by being able to communicate and training, wants to find emotion and intuition. 

However, the latter approach is unlikely to hold water on closer inspection. For 

example, it is easy to create a mechanism that will evaluate some parameters of 

external or internal environment and to respond to their unfavorable value. On this 

system we can say that she is feeling ( "pain" - a reaction to the shock sensor operation, 

"hunger" - a response to low battery power). A cluster created Kohonen maps, and 

many other products of "smart" systems can be roughly seen as a kind of creativity. [2] 
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It should be noted that the first time the emergence and the main criterion to date 

intelligence "Turing Test" of course refers to the problems of computational linguistics. 

 

1.1.2 Character Approach 

 

Historically, the approach was the first character in the era of digital machines, as 

it is after the creation of Lisp, the first language of symbolic computation in the author 

emerged virtually confidence in the ability to start implementing these means 

intelligence. Character approach allows to operate weakly-formalized concepts and 

their meanings. The ability to select only the relevant information depends on the 

efficiency and effectiveness of the assignment. 

But the breadth of classes of problems that are solved effectively the human 

mind requires incredible flexibility in the methods of abstraction. This is not available 

in any engineering approach, in which the researcher chooses a solution methods based 

on the ability to quickly give effective solution to some nearby researcher this task. 

That is already under rules implemented as a single model abstraction and design 

entities. This results in significant cost resources for non-core tasks, ie the system of 

intelligence back to brute force in most tasks, but the essence of intelligence disappears 

from the project. 

The main application of symbolic logic - is the solution of problems with making 

rules. Most studies on the impossibility stop it even mark new challenges that arise 

unexpectedly researcher, means chosen in previous phases of character, especially to 

solve them, especially to teach a computer to solve them or at least identified and out of 

these situations . 

In computational linguistics problems symbol approach also showed its 

limitations at the effective application of context-independent grammars Chomsky 

classification, for example, to create a compiler compilers and programming languages. 

Once it comes to natural language semantics which is much broader than formal basic 

syntax of language modeling processes by means of context-sensitive grammars causes 

considerable difficulties [4]. 
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1.1.3 Logical Approach 

 

The logical approach to the creation of artificial intelligence aimed at creating 

expert systems with logical model of knowledge bases and using language predicates 

(most often - 2nd order). 

Teaching model of artificial intelligence in the 1980s were adopted Language 

and logic programming Prolog system. Knowledge Base recorded in the language 

Prolog represent sets of facts and rules of inference, written in the language of predicate 

logic. 

The logical model of knowledge bases can record not only the specific 

information and data in the form of facts language Prolog, but generalized information 

through the rules and procedures of inference and including logic rules definitions that 

express certain knowledge - both specific and generalized details and abstract concepts. 

In general, the study of artificial intelligence as part of a logical approach to the 

design of knowledge bases and expert systems aimed at the creation, development and 

operation of intelligent information systems, including on training students and pupils, 

as well as training users and developers of intelligent information systems [3,13] . 

Directly related to the problems of computational linguistics logical approach 

through ontologies, including natural language that is widely used for the development 

of "smart" version of the worldwide network WEB 3.0. 

 

1.1.4 Agent-oriented and hybrid approach 

 

The latter approach, developed since the early 1990s, called agent-based 

approach or an approach that is based on the use of intelligent (rational) agents. Under 

this approach, intelligence - a computing part (roughly speaking, planning) the ability 

to achieve our goals of intellectual machine. Most such vehicle is an intelligent agent 

that perceives the outside world through sensors, it can affect the objects in the 

environment (Figure 1.2) using actuators. 
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Figure 1.2The principle of the agent-based approach 

 

This approach focuses on the methods and algorithms, intelligent agents to help 

survive in the environment in the performance of its tasks. Yes, there is much more 

carefully studied the path search algorithms and decision making. 

Hybrid approach assumes that only the synergistic combination of neural, and 

character models up to the full range of cognitive and computational capabilities. For 

example, expert opinions mental rules can be generated neural networks and generating 

rules obtained by statistical learning. Proponents of this approach believe that hybrid 

information systems will be much stronger than the sum of different concepts 

separately. 

 

 

1.2 Machine Intelligence 

 

From a historical point of view the term "intellectual" man describes itself. The 

presence of intelligence man differs from animals and plants. Today the word 

"intelligence" used to describe one of the distinguishing features of people; If someone 

called "highly intellectual" that by this means the person is particularly developed in 

mental terms. 

From a conceptual point of view, no doubt, there is a universal form of 

intelligence. And the people and animals have a small share of this ability and show a 

concrete manifestation of the universal intelligence. Most likely, people have inherited 

most of this versatile abilities. But due to the fact that the basis of human intelligence is 

a biological nature, we lack some features of the universal intelligence (eg, 

completeness and neutrality). 
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Most researchers in computer science believe that biological intelligence is 

available to play, that intelligence is not exclusively human attribute. With this 

assumption essentially follows that of universal intelligence and can move the car. 

Thus, an artificial intelligence - is artificial intelligence counterpart produced by the 

human brain as a biological substance [5]. Obviously, the development of means results 

in different results than biological evolution, and this is the explanation for the fact that 

artificial intelligence is characterized by different properties compared to human 

intelligence (such perfection in all). Thus, the artificial intelligence is another 

manifestation of the universal intelligence. 

It is not easy to define such abstract concepts as universal intelligence, especially 

in view of the fact that the number of truly distinct examples of its manifestation small. 

But you can try to make the definition of human intelligence. 

In the absence of a better definition, we assume that intelligence - a set of skills 

that enable people to solve problems with limited resources. These skills include 

learning ability, abstract thinking, planning skills, imagination and creativity. They 

constitute the most important aspects of human intelligence. 

Considering how wide palette of skills that make up intelligence, we can 

formulate a problem whose solution can be used as a test of intelligence. Thus, 

elements of intelligence even find animals: they can, for example, survive alone in the 

wild and manage your time. The colonies of insects are also able to adapt quickly to 

changes in habitat to protect their nests. Even popular IQ tests measure, rather, not so 

much intelligence as the level of fitness and ability to make such tests. In other words, 

these tests measure intelligence is only in its narrow sense [5]. 

 

1.3 Modern methods of machine learning 

 

Machine learning has become quite common in our society in recent years. It has 

been used successfully in problems of search, computer vision, medical, unmanned 

drones and car control, as well as problems of computational linguistics. The core of 

many of these applications are methods and artificial intelligence, such as 

classification, localization and detection. Recent developments in the field of neural 
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networks (so-called "deep learning") significantly promoted the performance of visual 

recognition systems. Consider the existing methods of deep machine learning, neural 

networks architecture with a focus on the study models to solve these problems, 

including the problem of classification. 

The most famous version of the algorithm neural network training - the so-called 

back propagation algorithm. There are advanced second-order algorithms such as 

conjugate gradient method and Levenberg-Marquardt method that many problems are 

significantly faster (sometimes on the order). Back propagation algorithm is the most 

easy to understand, and in some cases it has certain advantages. Also developed 

heuristic versions of the algorithm that work well for certain classes of problems - rapid 

expansion (Fahlman) and Delta-Delta with a yield (Jacobs) [5]. 

In back-propagation algorithm calculated gradient vector surface errors. This 

vector indicates the direction of the shortest descent to the surface from this point, so if 

we "just" moved on it, the error is reduced. The sequence of steps (slows down as it 

approaches the extremum) eventually lead to a minimum of a different type. During use 

raises several questions: 

a) you need to take long steps; 

b) how to deal with getting into local extremum point; 

c) provide a possible conversion network. 

At great length step convergence will be faster, but there is a danger jump over 

the decision, or (if the surface of errors is particularly bizarre) go in the wrong 

direction. A classic example of this phenomenon in learning neural network is when the 

algorithm moves slowly along a narrow ravine with steep slopes, jumping from one 

side to another it (Fig. 2.1). Conversely, if a small step is likely to be caught right 

direction, but it required a lot of iterations. 
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Figure 1.3 - Demonstration of the method of gradient descent 

 

In practice, the value of the proportional step taken slopes (the algorithm slows 

the progress of near minimum) with some constant called speed training. The right 

choice depends on the speed of training and specific task usually done empirically; This 

constant can also depend on the time decreases as we move algorithm. 

Usually this algorithm is modified so as to include the term pulse (or inertia). 

This member promotes a fixed direction, as if there were several steps in the same 

direction, then the algorithm "increase speed" that (sometimes) to avoid local 

minimum, and quickly pass flat areas. 

Thus, the algorithm works iteratively, and his steps are called epochs. Each era of 

the input network in turn serves all educational observation network output values are 

compared with target values and calculated error. The value of the error and error 

surface gradient is used to adjust the weights, then all actions are repeated. Initial 

network configuration is chosen at random, and the learning process is terminated or 

when passed a number of periods or when some error reaches a certain level of 

smallness or if an error stops decreasing (the user can select a necessary condition for 

stopping) [5]. 

One of the most serious problems of the above approach is that the way we 

minimize the wrong error that actually have minimized - an error that you can expect 

from the network when it will be given a completely new observation. In other words, 

we would like neural network was able to generalize results to new observations. In 
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fact, the network is trained to minimize the error on the training set, because in the 

absence of perfect and infinite training set is not the same thing as to minimize the 

"real" error on the surface of errors in previously unknown effects model (Bishop). 

The strongest difference is in this issue of retraining or too close fitting. This 

phenomenon is easier to demonstrate the non-neural network as an example of 

approximation using polynomials - while the essence of the phenomenon is absolutely 

the same. 

Network weights simulating a large number of more advanced features and 

therefore prone to conversion. The network is with a small number of weights may 

beflexible enough to model the existing relationship. For example, a network without 

intermediate layers actually simulates the normal linear function. 

How to choose the "right" level of complexity to the network? In most cases, 

more complex network gives smaller error, but it may not indicate good quality of the 

model, but the conversion. 

The answer is to use a control mechanism for cross checking. We reserve the 

observation of teaching and not use them in training the algorithm back-propagation. 

Instead, in the course of the algorithm used for independent control results. At the 

beginning of the training network error and the control data set will be the same (if they 

differ significantly, it is likely that all observations splitting into two sets of data were 

heterogeneous). As soon as the network is trained, error learning naturally decreases, 

and while learning function reduces the actual error, error in the control set will also 

decrease. If the control error is no longer reduced or even began to grow, indicating that 

the network started too closely approximated by data and studies should be stopped. 

This phenomenon is very accurate approximation in training and retraining called. If 

this happens, it is usually advised to reduce the number of hidden items and / or layers, 

because the network is too powerful for the task. If the network rather taken enough 

rich to simulate existing relationship, then re likely will not happen, and both errors - 

training and checking - not achieved a sufficient level of smallness [5]. 

This problem of local minima and choosing the size of the network led to the fact 

that the practical work with neural networks usually have to experiment with a large 

number of different networks, sometimes teaching each of them several times (not to be 
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misled by local minima) and comparing the results. The main outcome measure of 

quality control there is an error. Thus, in accordanceto the general scientific principle of 

"Occam's Razor", according to which ceteris characteristics should be preferred over 

simple model of two chains of about equal error control makes sense to choose one that 

is smaller. 

The need for repeated experiments leads to the fact that the control sample 

begins to play a key role in choosing a model that becomes part of the learning process. 

Thus weakened its role as an independent criterion as a model - with a large number of 

experiments is a risk of selecting "successful" network that gives good results in the 

control sample. In order to provide the final model due reliability, often (at least when 

the amount of training data allows it) if it is so, another reserve - set of test cases. The 

final model is tested on data from the plurality to make sure that the results achieved in 

the training and control sets real and not artifacts of the learning process. Of course, in 

order to play its role well, the test set to be used only once: 

 

1.4 Features of AI given by the task of Computational Linguistics 

 

According to the second interpretation, Artificial Intelligence - is a set of 

technologies and techniques. The best definition of the term "artificial intelligence" in 

this interpretation an artificial intelligence - a scientific field that studies methods for 

solving using machines challenges, such methods are used to solve these problems 

people [4]. Usually, these methods are reduced to modeling biological characteristics of 

intelligence and the application of the models in the form of algorithms, playable on 

computers. 

Artificial intelligence algorithms can be used to solve almost any application, not 

just for modeling human intelligence. For example, they can be used to control 

production line in industry or for pattern recognition in medicine. These techniques are 

part of the scientific field devoted to the study of artificial intelligence problems, due to 

the presence of the general characteristics of between biological and artificial 

intelligence (eg, learning ability or abstraction). 
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Artificial intelligence as a scientific discipline, is located at the intersection of 

many disciplines (eg, computer science, psychology and mathematics). Each, in turn, 

relies on a huge reservoir of human knowledge environment in nature, including 

ourselves. Given such a large number of issues related to modeling artificial 

intelligence is very difficult to say what relates to the field of scientific interests 

scientists involved in this topic and what is not. Research Interests specialists in 

artificial intelligence is constantly expanding, interfering in other areas of human 

knowledge; it shows the maturity of the scientific field and its compliance with 

scientific apparatus other natural science theories. 

Historically, scientists dealing with artificial intelligence usually focus on fairly 

narrow problems and methods tied to a particular subject area. Such specialization 

makes the task of learning (as well as practical implementation) possible solutions 

relatively simple. These highly specialized solutions are called weak artificial 

intelligence, because they are very difficult to apply anywhere outside problem areas 

for which they are designed. [4] 

This weakness artificial intelligence gradually become something of a boulder 

lying on the road that can neither circumvent or bypass. In many areas of artificial 

intelligence methods proved its best, but at the same time for their correct application in 

most cases requires a human expert. When attempts are made to collect these methods 

together to solve larger problems, it is clear that these methods are very specialized. 

This is why high school need to train engineers specialized in artificial 

intelligence. If the theoretical foundations of artificial intelligence were perfect, the 

programmer does not be necessary. But before that point is at least several decades, and 

we are still at the development of technical systems need in people - experts in 

engineering. 

Given the problem of computational linguisticsAI manifest weakness generally 

in the absence of universal programs to support natural language dialogue. Turing Test, 

as the results of the relevant annual program of free competition, yet inaccessible to the 

general subject area of dialogue. This known examples of information retrieval systems 

or systems support dialogue (bots) for narrow areas (such as ticketing or drugs) that 

demonstrate effective use of the results. 
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Outlines the problem of poor intelligence in Computational linguisticsyou can 

narrow down to a level ontologies - much easier to design and debug ontological model 

narrow domain of knowledge, rather than a universal ontology of the world. This 

ontology is unique for each person - a natural carrier of intelligence, and created and 

perfected in close connection with the development of language skills throughout the 

life of this man. 

 

1.5 Relevance of the statistical analysis of big text data 

 

 Large data is intended for forecasting. Usually they are described as part of 

computer science called "artificial intelligence" (more precisely, its section "Machine 

learning"). The application of mathematical techniques to a large number of data for 

probability forecasting, for example, such that an email is spam, is considered. that 

instead of the word "koip" was supposed to be dialed "Copy"; that the trajectory and 

speed of the person passing the road in the unauthorized place, say that he will have 

time to pass the street in time and the car needs only a little lower speed. But most 

importantly, these systems work efficiently due to the large amount of data that they 

can build their predictions on. Moreover, the systems are designed in such a way to 

improve over time by tracking the most useful signals and models as new data arrives. 

As the defining characteristics for large data, note "three V": volume (English Volume, 

in terms of physical volume), velocity (English Velocity in the sense of both the rate of 

growth, and the need for high-speed processing and obtaining results), diversity  

(English Variety, in the sense of the possibility of simultaneous processing of various 

types of structured and semi-structured data)[1]. 
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Figure 1.4 Ideal distributed system 

 

 

1.6 Methods for analyzing large data 

 

There are many different techniques for analyzing data arrays, which are based 

on a toolkit borrowed from statistics and computer science (for example, machine 

learning). Here are some of them: 

- methods of the Data Mining class: Association rule learning, classification 

(methods for categorizing new data based on principles previously applied to existing 

data), cluster analysis, regression analysis; 

- krautsorsing - categorization and enrichment of data by the forces of a broad, 

uncertain range of persons involved on the basis of a public offer, without entering into 

a labor relationship; 

- data fusion and integration - a set of techniques that allow the integration of 

heterogeneous data from a variety of sources for the possibility of in-depth analysis; 

examples of such techniques, which are part of this class of methods, are digital signal 

processing and natural language processing (including tonal analysis); 
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- machine learning, including teaching with a teacher and without a teacher, and 

Ensemble learning  - using models built on the basis of statistical analysis or machine 

learning for comprehensive forecasts based on basic models; 

- artificial neural networks, network analysis, optimization, including genetic 

algorithms; 

- forecasting analyst; 

- simulation modeling; 

- spatial analysis - a class of methods using topological, geometric and 

geographic information in the data; 

- statistical analysis, as examples of methods given A / B testing and analysis of 

time series; 

- visualization of analytical data - presentation of information in the form of 

drawings, diagrams, using interactive features and animation both for obtaining results, 

and for use as raw data for further analysis. 
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2 OVERVIEW AND RATIONALE TECHNOLOGICAL MEANS TO SOLVE 

PROBLEMS 

 

Solving the problem requires a study of the use of modern technological tools of 

machine learning and computational linguistics. Consider the basic software systems 

and tools that potentially can be applied to the analysis of natural language texts. 

 

 

2.1 Features establishing neural networks 

 

The correct choice of network volume is important. Build a small and high-

quality model is often impossible, and a large model will simply remember examples 

from the training set and produce an approximation, which naturally lead to incorrect 

operation of the classifier. There are two basic approaches to building networks - 

constructive and destructive. At first, the first network set minimum and then gradually 

increase it to achieve the required accuracy. At each step of re-teach. There is also the 

so-called cascade correlation, in which occurs after age adjustment network 

architecture to minimize errors. When destructive approach originally taken overvalued 

network volume, and then remove it from the nodes and links that have little impact on 

the decision. It is useful to remember the following rule: the number of examples in the 

training set must be greater than the number of elements of weight matrix. Otherwise, 

instead of summarizing data network simply remember and lose the ability to 

classification - the result is indefinite for example, are not included in the study sample. 

[8] 

When choosing a network architecture usually tested several configurations with 

different number of elements. This key indicator is the amount of training set and 

generalization ability of the network. Commonly used algorithm of Back Propagation 

with supporting a plurality (validation set). 

Fully-connected NN.Neural networks are modeled as sets of neurons connected 

as acyclic graph. In other words, some outputs neurons can become the inputs of other 

neurons. Cycles are not allowed, as this would mean an infinite loop in the forward 
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pass network. Instead amorphous clusters connected neurons, neural network models 

are often combined in some layers of neurons (Figure 2.2). For conventional neural 

networks, the most common type layer is fully-connected layer in which neurons 

between two adjacent layers fully connected in pairs, but neurons within one layer does 

not have relations. 

Figure 2.2 - 2-layer (a) and layer 3 (b) fully-connected NN 

 

Above are two examples of neural network topology using stacked completely 

linked (fully-connected) layers: 

a) 2-layer neural network (one hidden layer with 4 neurons and one output layer 

of 2 neurons), and three inputs; 

b) 3-layer neural network with three inputs, two hidden layers of neurons 4 each 

and one output layer. Note thatboth cases have connections (synapses) between neurons 

between layers, but not within the layer. 
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2.2 Comparison of frameworks to support the machine learning 

 

An important aspect in solving problems of machine learning is the choice of 

tools for easy work with neural networks. The table in Figure 2.3 presents a 

comparative analysis of popular frameworks that support work with machine learning. 

 

Figure 2.3 Comparison of frameworks for machine learning 

 

2.2.1 Theano 

 

Theano is one of the most famous veterans and stable machine learning libraries. 

Getting deep learning libraries are the subject of dispute between Theano and Caffe. 

Theano - is a low-level library that follows Tensorflow style. It is used not only for 

deep learning how to optimize the numerical calculations such as automatic calculation 

of the gradient function, which together with Python interface and its integration with 

Numpy, made the library one of the most frequently used for general purposes in the 

field of Deep Learning. Today, it still exists and is used but the fact that it does not 

support multi-GPU computing gives reason to think about other choice framework. 
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2.2.2 Caffe 

 

Caffe along with Theano is one of the first frameworks. It focuses only on the 

computer dawn, but performs its functions perfectly. Experimentally determined that 

the preparation of architectural CaffeNet won 5 times less than CaffeKeras (using 

backend Theano). Disadvantages that Theano is not flexible. If you must enter the new 

changes, you need to program in C ++ and CUDA, although it is possible to use 

interfaces Python or Matlab. 

The disadvantages of the framework is the lack of good documentation and 

installation complexity, because it has many dependencies. However, as a tool for 

developers of industrial solutions, computer vision system Caffe is the undisputed 

leader. Since the theme of this work is not related to computer vision Caffe not suitable 

for solving the problems. 

 

2.2.3 Tensorflow 

 

TensorFlow defined as library software with open source Machine Intelligence, 

but a more precise definition is: TensorFlow is an open source software library for 

numerical calculation using data flow diagrams. This framework does not include 

himself in the frame Deep Learning as well as Teano. Tensorflow supports Python and 

C ++, allows distributed CPU and GPU computing and horizontal scaling using gRPC. 

As a result: Tensorflow the best frameworks for distributed work on machine learning 

and its functions for constructing graphs with experimental data help debug model, 

trained in a Tensorflow. 

 

2.2.4 Torch 

 

Torch Framework supports multiple ways (stacked layers or strata graph) to 

identify the network, but is essentially defined as a network graph layers. Because of 
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this level of detail Torch sometimes considered less flexible because new types of users 

layers must implement new network feedback and input gradient renovation. 

However, unlike Caffe, define a new layer in the Torch is much easier, because 

you do not need to program in C ++. In addition, the Torch difference between the new 

definition and the definition of minimum network. In the Caffe layers defined in C ++ 

while a defined network through Protobuf. 

Torch is more flexible than TensorFlowTheano and that is extremely important, 

while TF / Theano declarative (that is, they need to initialize the computer graph). It 

simplifies some operations (for example, process flow) in the Torch compared to other 

frameworks. 

 

2.2.5 Microsoft Cognitive Toolkit 

 

CNTK as a system of deep learning better known in the community of NLP, than 

the total depth study of the community. In CNTK (as in TensorFlow and Teano), a 

network is defined as a symbolic Count vector operations such as matrix addition / 

multiplication or convolution. Layer - is a composition of these operations. Fine grain 

building blocks (operations) allows users to invent new types of complex layers 

without their realization in the language of low level (as in Caffe). 

How to use CNTK like Caffe - you need to specify the configuration file and run 

the command line. CNTK has support for Python since version 2.0 and C # support in 

the process. Like Caffe, CNTK also a cross-platform C ++ solution. Thus, the 

deployment should be easy in most cases. However, it does not work on ARM 

architecture, which limits its capabilities on mobile devices. 

 

2.3 Overview Package DKPro Core 

 

DKPro Core - a set of software components for natural language processing 

based on the Apache UIMA framework. Linguistic DKPro Core package was built to 

improve the productivity of researchers working with automatic language analysis [31]. 



29 

DKPro Core approach is that researchers should be able to concentrate on their 

real scientific matters, not on technology development. Having developed a significant 

number of libraries with known models and algorithms in computational linguistics 

linguistic make DKPro Core package is the most convenient tool for solving research 

problems. 

 

2.4 Overview of resource WordNet 

 

WordNet Linguistic resource developed at Princeton University (USA). 

WordNet is classified as tools for lexical ontologies freely available online. On this 

basis were made thousands of experiments in the field of information retrieval. 

WordNet 2.1 includes approximately 155,000 different tokens and phrases organized 

into 117 thousand; the total number of couples "synset-value" has 200,000 [30]. 

Thesaurus Development was launched in 1984. In 1995, WordNet appeared on the 

Internet in the public domain and caused a surge of research into its use in various 

computer applications automatic text processing. The results of WordNet were not as 

clearly positive, but WordNet opened a new era of development of very large scale 

structured language resources 

Originally established as WordNet model of human memory. Many decisions 

descriptions understanding words in WordNet motivated psycholinguistic experiments. 

However, it should be noted that WordNet caused a much greater interest in computer 

linguists than psycholinguistics. It is also important that research in an open 

environment WordNet actively continue and now - it leads to new and improvement of 

existing components of the popular linguistic resource. 

 

 

2.5 Word2Vec 

 

The technology is based on the representation of words in the form of vectors a 

given dimension, placing similar words close to each other. The distance between the 

vectors of words denoting similar things, for example, “Cat” and “dog” will be 

significantly less than between words, meanings which have little in common, for 
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example, “cat” and “plane”. This feature allows more flexible presentation of data that 

may be further used in the training of neural networks, various classifiers, etc. To create 

a word-vector correspondence base, the algorithm first scans the entire text issued to 

him, compiling a “dictionary”, which in subsequent iterations of the algorithm will be 

used to determine corresponding vectors. There are two main approaches: CBOW 

(Continuous Bag of Words) and Skip-gram. CBOW - “continuous bag with words 

”model architecture that predicts the current word based on from the surrounding 

context. Skip-gram type architecture works differently: she uses the current word to 

predict the words surrounding him. [6] 

 

2.6 Natural Language Toolkit, NLTK 

 

This free library for the Python programming language is one of the best for 

creating various software products on this language. It provides a large set of tools, text 

bodies, has provided wrappers for using other libraries within themselves. For example, 

to analyze the tonality of the text and markup sentences, there is the ability to connect 

the above Stanford CoreNLP product. Also For various classifications, the NLTK 

provided an interface for connections of classifiers from another library - Scikit learn, 

about which we will go further. And more information about use, device this can be 

found on the official website [13]. 
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3 DEVELOPMENT OF THE SOFTWARE 

 

3.1. Key Data Features 

 

Microblogs are, first of all, services to simplify publication and perception user 

data. Typically, microblog posts consist of one or a pair sentences, and for Twitter there 

is a strict limit on the length of the tweet - 140 characters. IN 140 characters platform 

users need to fit the context, their attitude to subject and, possibly, a link to a photo, 

Internet resource or other media object. Often the context is restored from the outside 

world, that is, the user writes that worries the Internet at this moment, and people, 

owning this information, compare the statement with real events. It's so easy for a 

computer to keep abreast of topics discussed it turns out, so you can’t count on 

restoring the context. 

Microblogging platforms are also social networks where users can interact with 

each other. On Twitter, for example, other than social graphs, you can observe the 

graphs in which the messages themselves are built: users can respond to tweets, as well 

as host other users tweets, in platform terminology this is called “retweeting”. Social 

Interaction Information can refine the classification results, for example, there is an 

intuitive assumption, that the answer to a negatively colored message will also fall into 

the negative class. 

 

3.2. Text Features 

 

To express emotions in the text, users put emoticons. A smile is a set of 

characters that conditionally illustrates the expression on the face of the author, or 

rather his mood. All smiles can be divided into eastern and western by geography of 

their use, the latter are shown in table 4 with labels corresponding to 

theirsentimentalcoloring. In case of in short texts there is no easier way to mark your 

attitude to the topic than to put a smile, but not all users do this, so markup messages 

with their help in the general case will not work. There are more complex constructions 
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of brackets, colonsand other sims, but they are not used often and usually mean more 

than justattitude, and some actions or objects, that is, emotional coloring do not carry. 

 

Figure 3.1Emotional coloring of smiles 

 

In addition to ASCII smiles, there are also graphic ones - these are pictures that 

are inserted into text. Modern web services and mobile applications use graphic Emoji 

language for recording words, emotions and actions. Figure 3.2 shows some well-

known graphic emoticons that are used on the Facebook social network. Usually for 

each of them there is an ASCII analogue, and not one. When typing a message on the 

keyboard of a computer or laptop, it’s more convenient to put a colon with a bracket, 

but smartphones and tablets provide all the amenities for inserting smiling pictures: 

along with Russian and an English keyboard, for example, you can connect a graphic 

keyboard to them Emoji language. 

Since emoticons are a kind of markup of messages by users themselves, it should 

be used in the analysis of emotional coloring. In this work, we will consider the use of 

symbolic and graphic smiles for collecting the body of tweets and for data 

preprocessing immediately before classification. 
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Figure 3.2Some of graphic emoticons that are used on the Facebook  

 

3.3 Selection of classification algorithm 

 

In a number of studies to determine the polarity of the text, high teaching 

methods with a teacher showed effectiveness. These methods used as in early work to 

determine the polarity of a document on average, and in modern works, where the 

proposals are analyzed and short text messages. 

To solve this problem, 2 algorithms were chosen, proven to be most effective in 

determining polarity short text messages [10,12]. 

 

3.3.1Method of supporting vectors 

 

The support vector method belongs to the family of linear classifiers. The 

purpose of linear classification is to search hyperplanes in the space of signs dividing 

all objects into two class. 

The basic idea of the support vector method is to search separating hyperplane as 

far as possible from the nearest to it points in feature space. In the case of a linearly 

separable sample, the search for a hyperplane can be write as optimization task: 
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Where 
1

 𝜔 
- the gap between the hyperplane and the nearest to it points of both 

the first and second class. 𝑦𝑖(𝜔
𝑇𝑥𝑖 + 𝑏)- productvalues of the class of the point and its 

position relative to the hyperplane.  

For the more general case of a linearly inseparable sample, the algorithm may 

make mistakes at training facilities. New optimization challenge includes the 

requirement to minimize error: 

 

Variables 𝑒𝑖characterize the magnitude of the error in the sample of k elements. 

Constant C allows you to find a compromise between the maximizing of the gap and 

minimizing the total error by training sample. 

The realization of the Method of supporting vectors shown at the Figure 3.3: 

 

 

Figure 3.3The realization of supporting vectors method 
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3.3.2 Naive Bayes Classifier 

 

Naive Bayes Classifier – Probabilistic classifier based on Bayes theorem and the 

(naive) assumption of statistical independence of random variables (3). 

 

The main advantage of this classifier is the low computational complexity, as 

well as optimality, provided true independence of signs. 

The realization of Naïve Bayes Classifier shown at the Figure 3.4: 

 

Figure 3.4The realization of Naïve Bayes Classifier 

You can see the UML diagram of the Naïve Bayes algorithm at the Attachment B 
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3.4 Definition of key words in the text microblogging 

 

In general, the approach to identify key words, given the linkages between 

members of the proposal consists of stages: 

1. create multi-text markup; 

2. use markup syntax that takes into account the complex relationships between 

pairs lems; 

3. verbal noise reduction; 

 4. choice of the first n words with the most connections, where n - the number of 

required keywords. 

Creating a multi markup text and markup syntax that takes into account the 

complex relationships between pairs of Lemma invited to perform with sophisticated 

language packages. 

Filtering verbal noise invited to provide with the following operations: replacing 

the relevant pronouns nouns them; noise removal relations; noise removal words; 

removal of stop words. 

Consider the conflict in finding keywords, which is especially important for 

small text that can be small blogs or posts on social networks. 

Today one of the most important and visible areas of Web, which is a key 

principle of user participation in the website are weblogs, or web logs, abbreviated 

name - blogs. Conceptual development blogs due to their broad socialization is 

microblogging, which have a number of distinctive features: limited length messages, 

high frequency of publication varied subjects, different ways of delivering messages, 

etc. 

The first and most famous microblogging service Twitter was launched in 

October 2006 by Obvious San Francisco. Obviously, the automatic selection of the 

most significant terms (words) from the stream of messages generated by the 

community of Twitter, has practical importance for determining the interests of 

different groups of users, and to build a personal profile of each. 

However, it should be noted that the classical statistical methods for extracting 

key terms based on analysis of collections of documents, are ineffective in this case. 
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This is an extremely small length messages (up to 140 characters), their various 

subjects and lack of logical connection between them, and a lot of seldom-used 

acronyms, abbreviations and specific elements of micro syntax. 

Since Twitter does not exist simple and convenient way to group "tweets" on the 

subject of different users, user community enjoys its own solution: use hashtag. 

They are similar to other examples of the use of tags (e.g. for annotating entries 

in blogs usual) and can add "tweets" in a certain category. 

Hashtag symbol starting with "#" followed by any combination permitted in 

Twitter characters without spaces; this is often a word or phrase in which the first letter 

of each word capitalized provided. 

They can occur in any part of the "tweets", often users simply add the symbol "#" 

in front of any word. When you add a hashtag message it will be displayed in the 

search in a stream of messages for Twitter hashtag it. 

By unofficial but generally accepted rules of use hashtag refers choice for these 

terms are relevant to the subject, and add only a small number of them in one message. 

This allows us to consider them as terms that a sufficient degree of probability 

reflecting the overall theme of the message. 

One of the tasks of text mining is a selection of key terms with some degree of 

reliability reflecting themes of the document. Automatically extract key terms can be 

defined as the automatic selection of important thematic terms in the document. It is 

one of the more common tasks subtasks - automatic generation of key terms for which 

the color key terms need not be present in this paper [36]. 

In recent years, there are many approaches that allow the analysis of sets of 

documents of different sizes and extract key terms consisting of one, two or more 

words were created. 

The most important step is extracting key terms of the calculation of the weights 

in the sample document to assess their importance relative to each other in this context. 

To solve this problem, there are many approaches, which can be divided into 2 groups: 

require training and require no training. During training refers to the need for pre-

processing the original corpus of texts to extract information about the frequency of 

occurrence of terms throughout the body. In other words, to determine the significance 
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of the term in this document should first analyze the entire collection of documents to 

which he belongs. An alternative approach is to use linguistic ontologies that are more 

or less approximate model of the existing set of words specified language. Based on 

both approaches were set up systems for automatic extraction of key terms 

The best quality is achieved linguistic text processing methods or combinations 

at the statistics, because the system automatically determine the key phrases from the 

text natural language should be developed using morphological dictionary (vocabulary) 

and syntax. 

Resultsofparsingnatural language with modern language packs allow you to 

program level available to operate the syntactic relationships between words separate 

proposal [41]. 

Applying the approach to the definition of keywords based on the use of 

additional information about the complex relationships between members of the 

English sentence, you find keywords in the text messages and microblogging compare 

them with the hashtag messages given by the author. 

In computer science and cryptography hash collision - is equal hash values on 

two different blocks of data. 

Competing in finding keywords - is equal frequency values for two or more 

candidates for keywords, and select keywords as are necessary only part. In most cases 

this problem is relevant for small texts such as abstract or records microblogging. 

Consider an example - when determining keywords English text for text 

"Variability management in software product lines using adaptive object and 

reflection" [42] obtained and shown in Table 3.1 list of keywords sorted by number of 

links (frequency) descending. 
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Table 3.1 - Keywords and number of links to them 

Word 

 

Number of 

connections 

(frequency) 

Word 

 

Number of 

connections 

(frequency) 

Word 

 

Number of 

connections 

(frequency) 

Word 

 

Number of  

connections 

 (frequency)) 

model 9 plan 4 challenge 2 savings 2 

line 7 vehicle 4 creation 2 support 2 

product 7 define 3 derive 2 variant 2 

reuse 7 design 3 development 2 activity 1 

variability 7 diagram 3 domain 2 adaptive 1 

approach 6 extract 3 feature 2 architecture 1 

base 6 identify 3 implement 2 brazilian 1 

software 6 mechanism 3 key 2 finally 1 

increase 5 offer 3 launcher 2 hypothetic 1 

management 5 reflection 3 productivity 2 large-scale 1 

process 5 step 3 propose 2 object 1 

aim 4 study 3 quality 2 space 1 

issue 4 benefit 2 satellite 2 specific 1 

 

Conflict arises when you need to select from a list of potential keywords only 

first N words with the greatest frequency, which will be considered as keywords. For 

this example the text if you want 10 keywords, select the first eight easily. These will 

be the words: model, line, product, reuse, variability, approach, base, software. Then 

the last two words need to select between three words five with the same frequency: 

increase, management, process. So the  small text solution of the conflict is an urgent 

task. 

To reduce collisions can use the following approaches: 

- Sort words with the same frequency by the frequency of their occurrence in a 

particular case. The relative importance of terms in the context of the sample is 

determined using data on the frequency of their use as a key in the online encyclopedia 

Wikipedia. The algorithm is based on calculating the "informative" of each term, like 

assessing the likelihoodthat he may be elected a key text [35]. This approach is quite 

accurate, but requires a preliminary analysis of the shell. 

- Sort words with the same frequency by frequency of their occurrence in the 

frequency of word dictionary for the text. This approach generalizes word to word 
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forms, requires no pretreatment body of texts and easy to implement, but its accuracy is 

low. 

- Check your keyword list connectivity, that even take into account the 

dependencies for different types of sentences [43]. Choose new key words that have a 

greater total number of connections with these words that formerly were in the keyword 

list. This approach does not require a housing and can be implemented by means of 

linguistic package. 

- Choose first nouns, then verbs, and other parts of speech. As head of the 

sentence are usually nouns and verbs, then it will get out the words that may belong to 

the set key. Also, for the first noun can choose their own names, because one of the 

questions that must comply keywords: which names of organizations, people, and more 

geographical areas associated article [9]. 

Combining the last two approaches to reduce collisions can improve the results 

of the keyword for smaller sized texts. 

It is proposed for a combined approach, first check the keyword with the same 

frequency on connectivity. In the second stage, if the remaining block potential 

keywords with the same frequency, selected first nouns, then verbs, and other parts of 

speech. Subsequent experimental studies have confirmed the feasibility of using this 

approach. 

The combined approach for reducing collisions can be used as an optional 

module that improves the results of the keyword method for determining keywords 

English text based tools package DKPro Core, developed, and other algorithms to find 

key words. 

Verbal noise or stop words - a term from the theory of information search by 

keyword. These are words that do not have meaning, because their benefit and the role 

of search is not significant [34]. 

In the processing carried exclusion from the studied words of the text, which by 

definition can not be so significant that constitute "noise". Unlike these key words are 

called neutral or Stop (stop words). These are words that belong to service parts of 

speech, and pronoun [3]. 
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Reducing noise words can be achieved by using the approach: replacing the 

relevant pronouns nouns them; extract combinations of types of relationships that do 

not have significant semantic load; removal of words that relate to the often useless 

parts of speech; extracting words that refer to the list of stop words. 

 

3.4.1 Features approach to identify key words in the text 

 

The texts in any language consist of two parts that have to be expressed by the 

laws of the language, and that reflects the specific subject of the text and style of the 

author. These components are called the thematic neutral, label and thematic 

vocabulary. Marking both groups of vocabulary - a step towards determining the 

content relatednessof thetext. This process allows both to approach the content of the 

text and make a definite opinion about the originality of the vocabulary of the author 

and his language. 

When processing a text file raises a number of difficulties, because there are 

certain requirements to source code. 

Most of these requirements are defined printing standards and user 

considerations: 

- is that the text is built correctly (for example, two places can not go in a row); 

- hyphen immediately after the word at the end of the line says to postpone 

words, after a row can not go any characters, including spaces; 

- Dash is a single space after the symbol and the right of it must also be a space; 

- Dash next the symbol next letter in the presence of the letter in the same line, 

said the phrase and never marked by spaces. 

The adoption of these rules facilitates word processing, but makes it difficult to 

set on the computer, because it requires constant monitoring of material introduced 

[14]. 

One of the tasks of text mining is a selection of key terms, which to some extent 

reflect the themes of authenticity of the document. Automatically extract key terms can 

be defined as the automatic selection of important thematic terms in the document. It is 
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one of the more common tasks subtasks - automatic generation of key terms for which 

the color key terms need not be present herein. 

In recent years, many approaches that allow the analysis of sets of documents of 

different sizes and extract key terms consisting of one, two or more words were 

created. 

The most important step is extracting key terms of the calculation of the weights 

in the sample document to assess their importance relative to each other in this context.  

The laws of statistics does not work on small documents (such as annotations) as 

they all frequencies singular and verbose key terms are approximately equal and strive 

for a single entry within the context of the document. But thanks pronouns replace 

nouns corresponding to the proposed method before using the laws of statistics may 

increase the frequency of potential keywords. 

 

3.4.2 Algorithm for the keywords based on the proposed method 

 

Algorithm for determining keywords: 

a) Create multi-text markup; 

b) markup syntax that takes into account the complex relationships between 

pairs lems; 

c) exclusion often useless to analyze the types of connections. Removed words 

that do not belong to separate parts of speech; 

d) replacing pronouns in pairs obtained in accordance with these nouns; 

e) receipt of pairs of keywords. At this step in the list of terms obtained in the 

previous step, the possible construction of a semantic graph. The semantic graph is a 

weighted graph whose vertices are the terms of the document, the presence of edges 

between two vertices means the fact that the terms are semantically related, rib weight 

is the numerical value of semantic proximity of two terms which connects this edge; 

f) couples splitting into separate words and determine the number of 

connections. This step increases the chances of getting the right keywords, as many of 

them are replaced in the following sentences, pronouns to avoid repetition; 
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g) n the first choice words with the most connections, where n - the number of 

required keywords. 

 

 

3.5Input data 

 

As a input data for our experiment we used the database with 6 thousand twits. 

You should create a Twitter Developer Account for getting Twitter API data about 

users and their posts, this is could be done on the official Twitter Developers site. Then 

you need to create an API application on Twitter (Twitter Developers). After that you 

must specify all the necessary parameters and APIs that will be used - in our case it is 

to get a list of users and their posts. We need to describe in detail the reasons why we 

need it and whether we will process data derived from their APIs. In our case it is 

processing posts of users for information about them, their comments. Once we have 

access to the Twitter API, we can retrieve information about users and their posts. 

An example of a request for getting a list of users with the name: 

GET https://api.twitter.com/1.1/users/search.json?q=alex&amp;page=1 

You also need to submit OAuth 1.0 authorization tokens when prompted. For 

this we send to Consumer Key, Consumer Secret Key, Access token, Access Token 

Secret. 

As a result of the request, we get the following answer: 

 

https://api.twitter.com/1.1/users/search.json?q=alex&amp;page=1
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Figure 3.5Theresult of the request by name 

 

Similarly, we get a list of user records by it ID: 

GET 

https://api.twitter.com/1.1/statuses/user_timeline.json?user_id=134&amp;page=1 

The user_id parameter is the user ID you want to retrieve. 

Page parameter - defines the page number of the data (on one page returns 20 

entries). Similar to the previous request, authorization tokens should be sent. 

As a result of the request, we get the following answer: 

https://api.twitter.com/1.1/statuses/user_timeline.json?user_id=134&amp;page=1
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Figure 3.6Theresult of the request by ID 

 

These APIs have created and filled a database of 2000 users  and6,000 posts 

users. Posts were only taken into account with the text (post length should be greater 

than 0, images in posts are ignored). 

The essence of "User" includes the following named characteristics: Numeric ID, 

ribbon ID, name, login, city, city description, or protected,number of subscribers, 

number of friends, number of user communities, date and time account creation, 

number of likes, time zone, or geolocation enabled, or verified account, number of 

posts, language.  



46 

The essence of "Post" includes the following named characteristics: Numerical 

ID, ribbon ID, date and time the post was created, text, the ID of the user who owns the 

post. So we filled the database for it analyze . 

 

You can see system architecture diagram at the Figure 3.7 

 

Figure 3.7System architecture diagram 
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3.6 Analysis of the results 

For this experiment database «mathling» and table «posts» were used: 

 

 

Figure 3.8Database «mathling» 

 

Table posts using fields:  

- id - unique identifier Tweet; 

- text - text tweet. 

As a result, it was determined keywords to 6 thousand tweets. Each output file 

has a name that has the prefix "output_without_stop_words_frequency[", and then 

tweets id:  
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Figure 3.9The folder with output files 

 

Output file contains keywords and the number of connections for each word. 

The word that has the largest number of connections are in the first place: 

 

Figure 3.10One of the output files 
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As a result of our work we built some graphs to show the distribution of common 

negative and positive words. 

 

Figure 3.11Major positive words 

 

Similarly, we derive negative words and their frequency. There are 2063 

negative words in 5,000 tweets .The result we can see at the Figure 3.12 
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Figure 3.12Major negative words 
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4ECONOMIC ANALYSIS OF DEVELOPMENT 

A feature of modern business processes in every sector of social activity is to 

automate the collection and processing of information for management decisions. 

However, automation is not possible without the use of software products. The 

solution of any problem of information associated with the use of not only the system 

software, but also a variety of software applications. 

Software development projects associated with significant resource costs 

(labor, material, financial). In this regard, the creation and implementation of each of 

the software project needs corresponding feasibility (FS). 

It should be stressed that the feasibility study related to the assessment of both 

technical and economic parameters of the future product. It is not justified is the fact, 

when the feasibility study is only their economic evaluation. In other words, 

economic calculation "superimposed" on some technical solutions, and every effort to 

prove the cost-effectiveness of these solutions, while technical evaluation of their 

absence. 

We should start with the technical evaluation of projects and on the basis of 

enumeration of several alternative technological options to allocate the best, to be 

confirmed by economic calculations. 

Lack of technical feasibility studies assessment impoverishes and makes it 

one-sided. During creating of software can be used by multiple technologies and 

select one of them as the most effective for a particular case is a creative author of 

the project task. 

In today's market there are a variety of software tools for developing software. 

The specialist must be able to from a plurality of embodiments of hardware and 

software to select those which will create a reliable and high-performance system 

according to the user requirements, but having a lower value ofcompared with other 

possible embodiments. 

The project is worth pursuing if it offers certain advantages in comparison with 

known advanced counterparts or, in extreme cases, bycompared with the existing 

practice. Therefore, before proceeding with the development of software project, the 

specialist should use appropriate methods to find the most efficient solution providing 
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the high technical level of the program and giving a significant saving of resources both 

in the development of the project in the scientific and technical organization (the 

developer) and in its implementation from the user (buyer, customer). 

The aim is to develop software, which solve the problem of sentimentalanalysis 

of English-language texts based on the NLTK software package. 

To accomplish these goals requires 1 programmer and computer where there is a 

certain development environment. For writing programmer software took about six 

weeks at work for four hours a day. 

In this project, the development of the student performs at the expense of itsfree 

personal time, he does not receive a salary and therefore This project on the cost of 

software developmentno programmer. However, there are other implicit costs of 

thisproject such costs as the cost of electricity, internet payment, payment food and al. 

programmer for activity. 

Since the programmer will not need to program the interaction of the developed 

software with hardware PC levels (this will be the development environment), it will 

completely focused on the implementation of the program directly. 

Alsofordevelopment of softwarethe programmer must have a personal computer, 

which will conducted software development. Ideal for such purposes for a small laptop 

or netbook. Advantages of this type of computer equipment is mobility. No need to be 

tied to a specific place, it is also possible to demonstrate what is alreadyimplemented 

part of the developed software.Another advantage is that there is no need to 

buyexpensive monitors, laptops, he has built. 

The cost of the computer on which this was being developed software, is 

670dollars. This laptop hasthefollowingcharacteristics: 
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Type A laptop 

Operatingsystem Windows 7 Professional x64 

CPU IntelCore i7 3520M 

NumberofCores 2 

Memory 6 GB DDR3 

Numberofslots 2 

Screen 15.6-inch, 1366x768, widescreen 

Screentype Glossy 

Backlight LED 

Videocardtype Discreteandintegrated 

Integrated video card Intel HD Graphics 4000 

Discrete video card NvidiaGeForce GT 645M 

Typeof GPU memory GDDR 5 

Video cardmemory 2GB 

Opticaldrive DVD-RW, internal 

Thecapacity of HDD 1 TB 

Batterytype Li-Ion 

Thepositioningdevice Touchpad 

Built-inmicrophone Present 

Dimensions 375x263x25.4 mm 

Weight 2.2 kg 

Figure 4.1LaptopCharacteristics 

 

This notebook is a mid-segment and hassufficient computing power for 

development. Also this laptop has a certain margin of performance in the future. This 

allows be sure that in 2-3 years this laptop is not yet time to mentallyobsolete, and its 

performance is enough for the modern developmentin the future of software. As this 

refers to notebookthe middle class, then the application is developed it will be low or 

average requirements for computers. This will allow software developed on this laptop 

is much wider,as it will be covered by the park, as the slower machines, and middle. 
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The laptop has a comfortable enough in size diagonally screen - 15.6 'with 

enough for a resolution of 1366x768 pixels. 

For software development, the followingfree software or trial versions: 

- Python IDE; 

- Photoshop CS6 Trial; 

- GoogleChrome. 

For the development of the software usedfree or trial (Trial) version, so their 

acquisition doesn’t costs anything. 

The price of developing the software includesthe cost of staff salaries, overhead 

expenses, contributions to theextra-budgetary funds and injuries, the costs associated 

with the use of computer time. All of the above costs are not relevant in this thesis 

project, as the development is a student programmer.Development price amounted to 

670 dollars. This is a pricefor a buying of the laptop for programmer. 

Everythingsubsequent developments and projects will be carried out without this 

articleexpenses.Therefore, all subsequent projects will already have economicbenefit 

for the programmer. 
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CONCLUSIONS 

 

The work was brought analysis approaches and directions of development of 

artificial intelligence due to the complex problems of computer linguistics. It was 

made popular a detailed analysis of existing frameworks that allow to solve the 

problem of computational linguistics. 

At the third part of this work developed and successfully tested an algorithm 

based tools software packageNLTK andsuccessfully solves the task due to its 

flexibility. In the future, the algorithm can be upgraded for other languages by filling 

according to the relevant files.The method of automatic analysis is developed 

sentimentalcolored posts on the social network Twitter. An experimental evaluation 

of the effectiveness of the methods was carried out. 
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Begin

Creating the multi-text markup

 Using of syntax markup that takes into account 

the complex dependencies between pairs of 

lemmas

Reduction of the verbal noise

Selection of the first N words with the most 

links, where N is the number of keywords you 

want.

End

 

B1Definition of key words in the text microblogging 
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B2 UML-diagram of Naïve Bayes decision tree algorithm 
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B3 Screen view of the output file  
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B4 Major positive words 
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B5 Major negative words 
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B6Database «mathling» 

 


