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Annotation

Master's qualification work is devoted to the development and research of
methods and models of speaker independent identification of phonotypes in
continuous speech signal in intelligent automation systems.

Mathematical models, algorithm and software for analysis of speech signals
have been developed, namely: filtering, finding of signal energy, correlations of
energies, isolation of informative features by the combined fuzzy-logic method.

A method, algorithms and software for speaker independent description of
speech patterns based on the "quasi-frequency modulator” model have been
developed. A method for segmenting a continuous signal based on the "quasi-
frequency" segmenter model has been developed.

The results of the work can be applied in speech recognition systems to

improve the method of automatic selection of phonotypes.
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INTRODUCTION

Actuality of topic. For many decades, and especially in recent years, due to the
development of technology and systems for automatic recognition and synthesis of
speech, the acoustic characteristics of speech signals are studied, and attempts are
made to establish a connection between the acoustic parameters and the phonetic
features of speech signals, namely attempts to understand how the brain, by receiving
information about the nature of changes in sound pressure over time, receives
information about the content of speech.

Recognition is the task of converting input information, which considers some of
the parameters and features of recognizable patterns to output, which is a conclusion
to which class this pattern belongs. Therefore, given that cybernetics is the science of
general laws of information transformation in complex systems, pattern recognition is
one of the branches of this science.

Requirements for complex mechanization and automation of production,
creation of robots, within wide limits of solving problems of technical and medical
diagnostics, economic and sociological phenomena and processes, determination of
the most probable directions of their transformation and determined considerable
efforts of scientific thought aimed at solving theoretical and applied problems of
recognition problem.

One of the most important and poorly formalized speechrecognition problems
today is the task of automating the process of extracting informative parameters to
describe speech patterns. It is especially relevant when parameters are sought in the
form of signal energies in different frequency bands, since it is necessary to analyze a
very large number of variants of the frequency range of the speech signal into
subbands. Therefore, the problem of software development for parametric
identification of sounds in the speech recognition modules of these systems, which is

solved in this paper, is quite relevant.
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Relationship with scientific programs, plans, topics. The work was
performed according to the plan of the departmental research work Ne52K4
“Decision-making methods based on the principles of computational intelligence”.

The purpose of this work is to increase the efficiency of the process of
parametric identification of sounds in the module of recognition of sounds of
automation systems by developing methods and algorithms for automation of the
process of distinguishing features and dictation-independent description of speech
patterns.

To achieve this purpose it is necessary to solve the following tasks:

— development of a combined correlation-logical method for automation of the
process of selection of informative features of speech patterns;

— development of algorithms and programs for automation of selection of
informative features on the basis of the offered method,;

— development of a method of announcer-independent description of speech
patterns on the basis of the “quasi-frequency modulator” model and a method of
segmentation of a continuous signal based on the model of “quasi-frequency”
segmenter;

— identification of the parameters of the “quasi frequency” segment of the
torus on the neural network model;

— development of algorithms and programs for implementation of "quasi-
frequency" description and segmentation of the speech signal.

The object of study is the speechsignal.

The subject of the study are models, methods and algorithms for automatic
selection of features of speech sounds and their speaker independent description.

Research methods. In the course of the study applied: information theory;
theory of digital signal processing; recognition theory; theory of algorithms;

computer simulation for analysis and validation of theoretical findings.
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Scientific novelty of the obtained results.

1. For the first time, a method of distinguishing features of speech patternsis
proposed, based on the use of the alpha level of the correlated energy of the speech
signal and the implicit matrix of spectral components, which allows automating the
process of selection of informative features of the sound type.

2. For the first time, an announcer-independent description of speech
patternshas been proposed based on a "quasi-frequency modulator” model, which
allows to increase the accuracy of identification of sound types and to reduce the
amount of descriptive data by an order of magnitude.

3. The model of the neural network sets the values of the weight coefficients of
the parameters of the frequency-segmenting function, which makes it possible to
automate the process of segmentation of the speech signal into speech patterns.

The practical value of the work is in the development of software that
automates the process of extracting the features of speech sounds necessary for their
parametric identification, and forms a speaker independent description of
speechpatterns for their segmentation and recognition in a continuous speech signal.

The validity of the theoretical provisions of the master’s qualification work is
confirmed by the rigorous formulation of problems, the correct application of
mathematical methods in the proof of scientific provisions, the strict derivation of
analytical relations, the comparison of the results obtained by the methods developed in
the work with the known, and the convergence of the results of mathematical results
during the implementation of the developed software and hardware.

Publications. On the subject of the study published work in the repository of
VNTU.
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1 VARIANT ANALYSIS AND TECHNICAL AND ECONOMIC
REASONING OF THE SELECTED METHODS OF THE PROBLEM

1.1 Analysis of methods of selection of features of speech patterns

1.1.1 Essence of the technical problem that arose at the present stage of
development of science

Automatic speechrecognition systems refer to information and measurement
systems. Their peculiarity is that the acoustic speech signal to be analyzed contains a
considerable amount of unnecessary information. Shortening the information by
simply processing the signal, such as limiting the frequency range or compressing the
dynamic range does not allow you to get the results you want. Therefore, in order to
effectively solve the problem of recognition of speech patterns, it is necessary to
move from the n-dimensional of observation Y= {y, . . ., yn} acoustic signal to the
m-dimensional feature X={x, . . ., Xm}, containing only relevant information for the
classifier. The requirement to fulfill the condition m << n is understandable.
Choosing a set of information features is a key recognition issue, as no classification
procedure can compensate for the inadequacy of the feature system. The problem of
choosing features must be related to the overall performance of the system.

One of the most important and poorly formalized speechrecognition problems
today is the task of automating the process of extracting informative parameters to
describe speech patterns. It is especially relevant when parameters are sought in the
form of signal energies in different frequency bands, since it is necessary to analyze a
very large number of variants of splitting the frequency range of the speech signal
into sub bands [1,2,3,4].

The main problems in the development of the system of recognition of speech
patterns are related to the considerable variation of the parameters of the speech
signal, which is explained by the different parameters and form of the speech tract of

the speakers, defects in pronunciation and other features of the speaker's speech.
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The main problems that arise with automatic speechrecognition are the
following [5,6,7]:

— the word can be spoken at any speed. Because of this, the duration of the
spoken word does not match the duration of the corresponding standard,;

— incorrect word boundaries;

— background noise can override portions of the speech signal, which
necessitates a combination of speech recognition systems and interference reduction
systems;

— speaker-independence of many speech recognition systems;

— when using large-volume dictionaries, there is a problem with the cost of
training and storing models (standards) for recognition.

Existing recognition systems have already achieved sufficiently high
authentication accuracy. The main trends for developing new systems are:

— increasing the speed of the recognition process that can be achieved by
using a neural network approach;

— increasing the vocabulary of words to be recognized, which requires a new
method of pattern encoding;

— optimization of the vector of speech signal features used in recognition,
that is, creating a new model of signal description;

— the transition from single word recognition to fusion speechrecognition that
can be achieved by using formal grammar theory.

Therefore, a speech signal is a complex signal that is hierarchically organized
so that simpler single-level patterns are uniquely matched into more sophisticated
next-level patterns. Thus, according to some complex code, a multilevel hierarchical

system with a fault-tolerant structure that carries information is being built [8].

1.1.2 Approaches to solve a technical problem
An analysis of existing recognition work shows that the interpretation of the

term "sign" is often quite arbitrary, resulting in some cases it is confused with the
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concept of "the way the sign is presented.” As a result, different ways of representing
the same property resulting from different transformations are used as separate
features. The definition of the pattern attribute has caused a great deal of controversy,
so there is still no clear definition in the theory of pattern recognition. The reason,
obviously, is that the notion of a sign is inextricably linked to the notion of the plural,
nor can it be initially defined because of the more general concepts. Therefore, it is
possible to give only its description, thus defining the characteristic features of the
trait.

Developing a truly effective and speaker-independent speech recognition
system requires two main tasks: the first is the selection of a reduced set of
informative speech signal parameters that is used to construct the feature space; the
second is the choice of rational presentation (description) of the traits obtained [9,10].

Very often, automatic speech recognition systems use spectral transform
parameters, which are obtained in the form of signal intensities in a number of
frequency channels, to construct a character description. The use of these parameters
is based on a linear model of speech production.

The analysis of the existing methods of recognition of speech signals and
systems, the work of which is based on the use of these methods, revealed the main
problems and disadvantages inherent in the methods of recognition, as well as
problems arising in the operation of these systems [11].

The vast majority of AWP systems implement word recognition, although
there are some attempts at post-phonemic analysis [12, 13]. When sequentially
recognized, it is necessary to increase the number of recognizable words twice, to
increase the memory capacity to store word samples twice, and to increase the
memory and processor speed four times, which is usually faced with known
limitations, both in terms of memory and performance (see Table 1.1).



Table 1.1 - Difficulty classes of solved SARM tasks
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Purpose of the | Dictionary | Speechrest | Limitation | Announce | Noise
system volume rictions S on|r propertie

grammatic S

al

structure
1. Isolated word | 10 — 60 team — trained noise of
recognition cars
2. Recognizing | 50 —200 | speechfro [ high —— quiet
phrases from m a | (grammar room
isolated words limited grid)

area

3. Recognition | 50 -200 |—"— —— —— ——
of merging
phrases
4. Understanding | 50 — 200 |close to | medium — —
merged phrases natural
5. Understanding | not limited | natural low arbitrary | real
of merged environ
speech ment

In order to give satisfactory results, features for describing speech patterns
should be distinguished by transformations based on the principles of acoustic signal
formation in the vocal tract. Ways of presenting features should take into account
mechanisms of speech auditory system that are invariant to the interference.

The means of presentation of the features must satisfy the following
requirements [14,15,16]:

1) to report features of the invariance property of interference of various kinds;
2) not to diminish its information content; 3) the cost of separating the trait must be
within the allowable range. In part, these requirements can be fulfilled if some
principles of operation of the auditory system are used to describe a speech signal, for
example, to produce a frequency analysis of a signal in the bands corresponding to
critical hearing bands, to distribute energies in different frequency bands in the form

of a logarithm of the ratio of these energies, to use the effect disguise. Smoothing
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real-time data with high-speed algorithms and devices is also effective to increase the
invariance of obstacle features.

But the existing ways of solving the problem of identification and
segmentation of the speech signal are complex and imperfect, so the task of this
thesis is to create a method and develop a software and device for its implementation,
which would allow to effectively and simply identify informative features for the

selection of syllables in the speech signal.

1.1.3 Rationale and choice of baseline

The basic analogue is the method of selecting informative features with the
teacher. The purpose of this analogue is to reduce more data to some of the most
informative parameters that can be used to calculate similarities. One of the known
methods of obtaining the desired parameters is the use of Fourier analysis, but it
requires more time. For convenience, the preprocessor program should generate the
desired parameters close to real time. It would also be desirable that it was logically
simple so that it could replace an equivalent specialized device, then the whole
algorithm would be considered satisfactory.

The purpose of the primary segmentation procedure is to group together similar
complex minimum segments. The acoustic similarity of the two segments can be
determined as follows: Let each minimum be represented by n-parameters defined by
an n-dimensional vector in space. Sometimes determine the closeness of two
segments in terms of Euclidean distance between two points. However, such simply
defined metrics are unsatisfactory in speechstudies.

The purpose of secondary segmentation is to correct possible primary
segmentation errors by taking into account cross-segmental parameter changes. Each
time a segment is created, the total change for each parameter is remembered. If these
changes exceed a certain limit, the segment is divided into smaller segments. The
boundary calculation is based on the same assumptions as the primary segmentation
and depends on the type of parameter, the parameter value and the length of the

segment.
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This method requires a lot of calculations, calculations, assumptions, which
leads to inaccuracy of choice of features, low reliability and very time-consuming.
Compare the technical parameters of the new method with the analogue and present

them in the form of table 1.2.

Table 1.2 - Comparison of the technical characteristics of the new method and

analogue

Technical indicators New method Analog
Accuracy, % 99,8 75
Reliability, % 99 80

The amount of time spent, min 5 90

Therefore, the table shows that by all the technical characteristics of the newly
developed method has much better characteristics, which indicates the feasibility of

its further development and implementation.

1.1.4 Specification of technical requirements for the design object

The object of study in this system is a speech signal, the means of information
is a personal computer, and the object of automation is the process of processing a
speech signal in order to segment it into separate sounds and produce informative
ones, that is, in the form of a sequence of sounds.

There are no standards and specifications for this new development. Such
technology can be used in automatic speech recognition systems, which in turn can
be used in various voice control systems. For example, in the management of work at
a distance by commands.

Let's specify the input and output data of this software:

1) Characteristics of the input data:
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Initial data that is loaded for signal processing into audio is audio files that
must be in .wav format, with a sound file length limitation of 2000 (0.2 s) to 120,000
(12 5s).

The audio file is uploaded to the signal processing subroutine, where it is
filtered, its energy is calculated and correlation is made.

2) Characteristics of the source data:

The output of the whole system is informative features, that is, time intervals
that correspond to specific sounds and correlations on them, the energies of which are
informative for the data intervals of the audio signal.

Software Requirements:

1) Input files with the extension ".wav";

2) Availability of installed MatLab software.

The main problems with the development of the universal program are related
to the considerable development of the parameters of the speech signal, which is
explained by the different form and length of the speech tract of the speakers, defects
in pronunciation, dialectal features of the speakers, etc. The developed system will
reduce these shortcomings by automatically segmenting the speech signal into

individual sound types and highlighting informative features for these sound types.

1.1.5 Stages of solving the problem of automation of selection of informative
features

The main objective of the thesis is to develop a method for automating the
selection of informative features of speech patterns.

To automate the process of finding informative parameters, a combined fuzzy-
logic approach is proposed. His idea came from an analysis of a model of the human
hearing system, supplemented by a neural network.

To implement such a process, a number of such sequential actions must be
performed:

— frequency band formation: select their number, center frequency, bandwidth,

filter type;
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— filtering;

— energy calculation;

— correlation;

— finding a-levels for each correlation and forming "1" intervals;

— finding those "1" overlapping intervals;

— forming an implicit matrix for them;

— formation on the implicit matrix of ranges whose energies will be informative
(by the operation of a conorm).

Therefore, one of the objectives of the study is to develop a method for
automating the selection of informative features for known patterns (in this case,
spectral components for given speech sounds). With the introduction of a new
software product, the automatic speechrecognition system will be much faster to

recognize due to the rapid selection of informative featuresof speech patterns.

1.2 Existing ways to solve software for voice recognition systems

1.2.1 Essence of the technical problem

One of the possible ways to solve the problem of the dictator's independence of
the speechrecognition system is to choose the speechelements of recognition, which
are characterized by the parameters of the speech signal, which are largely
independent of the individual features of the speaker. Such parameters include
component segments, phonetic classes (their presence and number, location and order
of follow) [17,18,19]. The disadvantage of this approach is the limitation of its use
only for dictionaries of small volume.

Another approach to the problem of speech recognition of an arbitrary speaker
is based on the adaptation of the device of speech input to the speaker due to the
transformation of standards in the implementation of speech. However, it has not yet
been possible to achieve high accuracy in recognition.

More precision is given by the use of many standards for one and the same

element of a recognizable speech, where each standard corresponds to a separate
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speaker. Although this approach can compensate for the impact on recognition of
most of the factors that determine individual differences in demand, however, the
increase in hardware and computing costs for its implementation makes the high cost
of speech recognition systems and thus makes their application limited.

For this reason, it is urgent to construct an effective feature description of
speech signals that is invariant to the features of the speakers.

The closest analogue to the software being developed will be the voice-
independent voice command software developed by Microsoft [20]. The given
system allows to recognize words its dictionary makes 264 words, recognition
accuracy 97-98%. The cost of the software of this system is 45 UAH.

Compared to this analogue, the developed software has the following
advantages:

— speaker-independence of the system is achieved through better methods of
recognition;

— higher recognition accuracy, which is also related to the use of the proposed
recognition methods;

— significantly less development costs for this product.

Therefore, the main purpose of this master's thesis will be to solve one of the
above problems by developing methods, algorithms and software for describing
speech signal with dictation-independent features that can be used to identify speech
patterns in the development of dictation-independent speech recognition systems in

intelligent automation systems.

1.2.2 Comparative analysis of the proposed version of the dictator-independent
description with the existing ones

A joint analysis of hearing models and speech models allows us to formulate
the following basic points regarding the methods of isolation and processing of

speech signal parameters [21]:
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1) The most informative are the conversion of the speech signal in the form of
frequency-time-energy.

2) The frequency range of the spectrum is sufficient to effectively describe all
the sounds of the speech, and takes a band of approximately 200 to 6400 Hz.

3) The invariance of the characteristic description to changes in the tone of the
speech signal can be ensured by placing the center frequencies of the spectral
analyzer subbands according to the logarithmic law.

4) The spectral analyzer frequency channels should be selected in proportion to
the center channel frequency and approximately equal to the width of the
corresponding critical hearing band.

5) The invariance of the energy traits to the change in the intensity of the
speech signal can be ensured by the introduction of nonlinear devices for controlling
the amplification of the signals.

6) The main auditory features of speech patterns are spectral and temporal
enveloping sounds, and they are similar in the form of formant frequencies and their
amplitudes, and the dynamics of changes in formant frequencies.

Despite the known progress that has been made in solving the problem of
reducing the characteristic space when used, to describe speechsegments, spectral
sections, correlation coefficients, linear prediction coefficients, such descriptions are
quite voluminous [22]. For example, when speechis represented by digital readings at
6000 Hz. with 10 bits of memory, which takes up a 1-second speech signal, is:

Q = 6000 - 10 = 60 kBit /s. (1.1)

When describing a speech segment of the same length by spectral slices, the

amount of memory will be:
1
QSZi'NAﬂ'HAﬂ; (1.2)
s
wherets — the duration of the primary segment, zs =10 msec.;

N,; —digit ofADT,;
n, —the number of bandpass filters in the spectral analyzer,
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most often ny, = 12.

Qszﬁ-IO-IZZIZKEim/ceK- (1.3)

Therefore, in the master's thesis, the second method proposed will be a method
of describing a speech signal, which is based on the principle of "quasi-frequency”
detection of sounds from a speech signal. In this approach, the speech path is
represented by a three-channel frequency modulator, in which the first channel
corresponds to the band of frequencies of the | formants, the second channel - the
band of frequencies of the Il formats, and the third channel - the band of frequencies
of the Il formats. In this case, each frequency channel is coded in three values of
modulation frequency - low, medium, high, which correspond to the position of the
frequency moment, which requires two bits to display. In addition, the energy ratio in
these three channels, which requires two more bits, is coded to determine the global
spectrum of the signal. Thus, the description of the primary speechsegment using
such a "quasi-frequency"” detector is an eight-bit binary word. In order to form a
fungible function, this description is supplemented by an eight-bit binary word
describing the differential of the spectrum in discrete time.

Thus, the amount of memory required to describe a speechsegment lasting 1

second by this method is equal to:

_i. _ 1 . _ Ko6im 14
Q=>16=55716=16" 2", (1.4)

which is below the methods discussed above. Thus, the chosen method gives a gain

in hardware costs when building a developed device.

1.3 Overall conclusion about the feasibility, relevance and cost-effectiveness of

the new development

As a result, of the analysis of the existing methods of recognition of speech
signals and systems, it was found that speech recognition is a very relevant topic

today, which scientists and engineers in many countries of the world are working on.
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It uses different approaches to recognizing speech patterns and highlighting
informative features. Also identified were the main problems and shortcomings
inherent in the recognition methods themselves, as well as problems encountered in
the operation of these systems.

Existing recognition systems have already achieved sufficiently high
authentication accuracy. The main trends for developing new systems are:

— increasing the speed of the recognition process that can be achieved by using
a neural network approach;

— increasing the vocabulary of words to be recognized, which requires a new
method of patterns encoding;

— optimization of the vector of speech signal features used in recognition, that
IS, creating a new model of signal description;

— the transition from single word recognition to fusion speechrecognition that
can be achieved by using formal grammar theory.

Nevertheless, the existing methods are imperfect and not clear enough.
Therefore, the main purpose of this thesis is to develop a more sophisticated method
of automatic selection of informative features of speech patterns and dictation-
independent description method based on them.

In order to solve the problem of this work, we propose to use a combined
fuzzy-logic method and the method of "quasi-frequency detection", implemented by a
software product, which will allow implementing the process of processing a speech
signal with the purpose of its segmentation into separate sound types and isolation of

informative features of these sound types.
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2 ANALYSIS OF METHODS OF AUTOMATED WORD RECOGNITION

AND LABEL DESCRIPTION OF SPEECH

2.1 Development and justification of the structural scheme of the system

The problem of constructing an effective feature system is related to the

solution of two main problems: choosing a short set of informative speech signal

parameters that are used to construct the feature space, and choosing a rational

representation (description) of the features obtained.

Let's present the simplest block diagram of the pattern recognition system

shown in Figure 2.1:

Q 1] BNO —* EBO CK

Recognized

MNe

pattern

Figure 2.1 - Structural diagram of the pattern recognition system

The following abbreviations have been used in this block diagram:

BIIO - signal pre-processing unit;
BBO - block of selection of features;
CK - comparison scheme;

I1E - the standard memory;

CK is a classifier scheme.

The input of this circuit, that is, into the microphone, is a signal that is

subjected to processing (filtering, recognition) using the EBO, which then goes to the

BITO, where it is allocated the necessary features. Then with the help of the
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comparison scheme, some features are compared to the memory of the standard, and
some come to the classifier, where we get the pattern we need.

When it comes to speech recognition, it is not a standardized system [22, 23,
24]. Speech recognition systems have many different uses. Figure 2.2 shows the

structure of possible differentiation of such systems.

Discrete word

recognition
Limited Unlimited vocabulary, more
vocabulary of up to than 1000 words
v A\ 4 A 4
Speaker- Speaker- Speaker- Speaker-
dependenc Independenc dependence Independe

Figure 2.2 - Structure of discrete speech recognition systems

Isolated word recognition systems are not suitable for everyday use in various
offices, hospitals or law firms. Such customers place the basic requirement on an
automated system as a large (possibly unlimited) vocabulary of words that has a
specific speech context [1]. It is easier for a person to recognize words individually,
but for computers it is much more difficult to solve this task, since it is necessary to
structure a continuous flow of speech or to split whole words into sound types. Due
to the rapid growth of microprocessor technology in recent decades, some
laboratories have already set the task. Figure 2.3 shows the structure of automatic

continuous speech recognition systems.
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Figure 2.3 - Differentiation of speech recognition o
All existing

speech recognition systems are based on two ideas that are accepted by most existing
quantitative and qualitative theories of speech[25]. The first fundamental hypothesis:
the direct form of information transmission by a speech signal is realized in temporal
changes of its short-term amplitude spectrum. It is also generally accepted that some
of the information is transmitted by time intervals between speech acts and other
prosodic features, such as pitch and sound intensity.

In existing speech recognition systems, the spectrum is usually specified by
Fourier coefficients, the estimate of the number of intersections by zero, or the
parameters of some local signal model, such as the linear prediction coefficients or
their conversion. With such approaches, it was found that such features are unstable
in the presence of noise, and also depend on the speaker and the transmission
channel.

The second type of parameter that is often used to describe a speech signal is
the linear prediction coefficients that are determined by the linear prediction model.

A number of parameters obtained from non-spectral transformations, such as the
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number of zero cross-sections of a signal, reflect its frequency properties and also
correspond to the named models of speech.

In most of the speech recognition systems considered, the characteristic
description is obtained by constructing a vector space, the coordinate axes of which
are selected by various subsets of the above parameters of the speech signal [26].

The most important problems that need to be addressed when creating speech
recognition systems are speaker normalization, development and research of analog
and digital signal conversion and feature isolation, more accurate segmentation and
phonetic markup, noise control, real or near expression processing time.

The main purpose of this thesis is to solve one of the above problems - to
develop a software for the pre-processing of the speech signal, which will provide the
isolation of the informative features of the speech signal and convert this information

to a form that is accepted for further processing.

2.2 Theoretical research

2.2.1 Parametric description of speech signals

The speech signal has a dual nature - on the one hand, it is a normal acoustic
signal, which is the process of propagating the energy of acoustic vibrations in an
elastic medium. Like any acoustic signal, it can be represented in the form of sound
waves, representing the propagation of processes of compression and discharge of
particles of the environment, the shapes of the edges of which depend on the
properties of the source and propagation conditions. Therefore, like other acoustic
signals, speechis characterized by a certain set of objective characteristics:
dependence of sound pressure on time (temporal structure of the sound wave),
duration of sound, spectral composition, location of the source in space, etc. [27].

On the other hand, speech as a physical phenomenon causes certain subjective
auditory sensations (loudness, altitude, timbre, localization, masking, etc.).

The speech signal undergoes the same processing procedure in the auditory

system as any other acoustic signal, that is, on the basis of its analysis the same
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auditory sensations are formed, for example, the perception of speech in a completely
unfamiliar speechis no different from the perception of the surrounding acoustic
information - noise, whistling, etc. However, if a person perceives words in a
speechin which he or she has been previously taught, then, along with the processing
of purely acoustic information (loudness, pitch, timbre, etc.), there is a phonetic,
followed by semantic decoding of information [28].

One method of describing speech signals is parametric.

Most speechprocessing methods suggest that the properties of the speech signal
are slowly changing over time. This assumption leads to methods of short-term
analysis in which segments of the speech signal are separated and processed as if they
were short sections of individual sounds with different properties. The procedure is
repeated as often as required. Segments, sometimes called intervals (frames) of
analysis, usually intersect. The result of processing at each interval is a number or a
set of numbers. Consequently, such processing results in a new time-dependent
sequence that can be a characteristic of the speech signal [29].

Most methods of short-term analysis can be described by expression:
Q, = X TIx(m)]a@(n—m). (2.1)

The speech signal is converted to T [¢], linear or nonlinear, which may depend
on some control parameter or set. The resulting sequence is then incremented by a
sequence of values of a time window positioned in time according to the index n. The
results are then summed by all non-zero values. Of course, though not always, the
sequence of values of a temporary window has a finite length.

The value of Qn is thus the "weighted" average value of the sequence T[x (m)].

Short-term energy is determined by expression:

E, = Yx(m). (2.2)

m=n-N+1

Thus, the short-term energy at time n is simply the sum of squares of N frames
from n-N+1 to n. It can be seen from (1.1) that in (1.2) T [¢] is simply a squaring

operation, and



31

() = <[1__n <n<N-1 (2.3)

| 0. otherwise

When processing signals in discrete time, consider that if two consecutive
readings have different features, then the transition through zero occurred. The
frequency of occurrence of zeros in the signal may serve as the simplest characteristic
of its spectral properties. This is most true for narrowband signals [30]. For example,
a sinusoidal signal with frequency Fo subjected to sampling with frequency Fs has
FJ/Fo counts over a period. Each period contains two zero transitions, thus the
average number of zero transitions over a large interval of time.

z=2F IF. (2.4)

The average number of zero transitions can be taken as a suitable estimate of
the frequency of sinusoidal oscillations [30].

The speechsignal is broadband and therefore the interpretation of the mean
number of zero transitions is less obvious. However, it is possible to obtain rough
estimates of the spectral properties of a signal based on the use of the mean zero-
crossing function for the speech signal; consider the method of calculating this value

[30]. Determine the average number of conversions after zero:

Z, = i|sgn[x(m)] —sgn[x(m —1)]@(n—m), (2.5)
where
sgn[x(n)] = {1’ x(n) =0, (2.6)
-1, x(n) <0
and
. [1/2ZNO0<n<N-1,
() = <:_ 0, otherwise (27)

The operations included in (1.2) are presented as a block diagram in Figure 2.4.

— The I I LFF (Low
— > > Frequency Filter)

— firet

Figure 2.4 - Block diagram of short-time function calculation

average zero crossing
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Such a representation shows that the function of the average number of
transitions through zero has the same general properties as the functions of energy
and mean [30].

The amplitude of the speech signal changes significantly over time. In
particular, the amplitude of the un vocalized segments of the speech signal is much
smaller than the amplitude of the vocalized segments. Such changes in amplitude are
well described by the short-wave energy function. In the general case, the energy

function can be defined as

E, = mi[x(m)w(n —mJ?. (2.8)
This expression can be written as:
E, = 3 x3(m)h(n-m), (2.9)
where
h(n) =a@*(n). (2.10)

Equation (2.9) can be interpreted according to Figs. 2.5 a. In this case, the

signal x*(n) is filtered by a linear impulse response system h(n) [30].

a) E,

XW () W h(n) —

b) M,

Y

—> | | w(n) >

x(n) Ix(n)l
Figure 2.5 - Block diagram for the function of: a) short-lived energy;

b) short-term average

The choice of the impulse response h(n) or the window forms the basis for the
description of the signal by means of the energy function. To understand how the
choice of a window affects the function of a short-lived signal energy, suppose that

h(n) is sufficiently long and has a constant amplitude; the value of E, will thus
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change slightly over time. Such a window is equivalent to a low pass filter with a
narrow bandwidth [30]. The low pass filter band should not be so narrow that the
output signal is constant, in other words, the band must be chosen so that the energy
function reflects the change in the amplitude of the speech signal. The described
situation expresses contradictions, which often arises when studying the short-term
characteristics of speech signals. Its essence is that in order to describe the rapid
changes in amplitude it is desirable to have a narrow window (short impulse
response), but too small window width may lead to insufficient averaging and,
therefore, insufficient smoothing of the energy function [30].

The effect of window type on the calculation of the time-varying signal energy
can be illustrated by using the two most common windows:

- rectangular

) [L0<n<N-1, »
FILFL ) = 5
|0, otherwise (2.11)
- Heming windows
. (054- 0,46 cos@m/(N-1D0<n<N-1,
"= (2.12)

|__ 0, otherwise

A rectangular window corresponds to the case when all the counts in the
interval from (n-N+1) to n are assigned the same weight. The frequency response of a
rectangular window (impulse response (2.11)) is equal to

HE™) sin(QT /2)

(2.13)

One of the drawbacks of the short-time energy function due to expression (1.9)
Is that it is sensitive to large signal levels (since in (2.9) each count is squared. As a
result, the correlation between the values of the sequence x (n) is significantly

distorted. is the transition to determining the mean function in the form

M, =Y [x(m)@(n-m), (2.14)
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where instead of the sum of squares, the sum of the absolute values is calculated.

Figure 2.5b shows how (2.14) can be represented by linear sequence filtering |x(n) .

The exclusion of the quadratic operation simplifies the arithmetic calculations [30].

The analysis of the existing methods of recognition of speech signals and
systems, the work of which is based on the use of these methods, revealed the main
problems and shortcomings inherent in the methods of recognition, as well as
problems that arise in the process of operation of these systems.

The main problems that arise with automatic speechrecognition are the
following:

- the word can be spoken at any speed. Because of this, the duration of the
spoken word does not match the duration of the corresponding standard;

- incorrect setting of word boundaries;

- additional difficulties due to the presence of coarticulation effect in
continuous speech;

- background noises may overlap parts of the speech signal, which necessitates
a combination of speech recognition systems and interference reduction systems;

- speaker independence of many speechrecognition systems;

- when using large-volume dictionaries, there is a problem with the cost of
training and storing models (standards) for recognition.

Existing recognition systems have already achieved sufficiently high
authentication accuracy. The main trends for the development of new systems are:

- increasing the speed of the recognition process, which can be achieved by
using a neural network approach;

- increasing the vocabulary of words to be recognized, which requires a new
method of pattern encoding;

- optimization of the vector of speech signal features used in recognition, ie
creation of a new model of signal description;

- the transition from word recognition to fusion speech recognition, which can

be achieved through the use of formal grammar theory [28].



35

But the existing methods of distinguishing features are imperfect and not
sufficiently clear. Therefore, the main purpose of this master's thesis is to create a
more sophisticated method of automatically distinguishing features of speech
patterns[21].

2.2.2 Characteristics of informative features

Automatic speech recognition systems refer to information and measurement
systems. Their peculiarity is that the acoustic speech signal to be analyzed contains a
great deal of unnecessary information. Shortening the information by simply
processing the signal, such as limiting the frequency range or compressing the
dynamic range does not allow you to get the results you want. Therefore, to
effectively solve the problem of recognition of speech patterns, it is necessary to
move from the n-dimensional observation space Y={yi, . . ., Y.} of the acoustic
signal to the m-dimensional space of featuresX={xj, . . ., Xm} containing only relevant
information for the classifier. The requirement to fulfill the condition m << n is
understandable. Choosing a set of information features is a key recognition issue,
since no classification procedure can compensate for the inadequacy of the feature
system. The problem of choosing features must be related to the overall performance
of the system. The master's thesis analyzes and classifies the features used in
recognition systems, proposes a method of evaluating their information content and
discusses the method of selecting a feature set that informs the recognition system the
maximum value of the efficiency criterion.

An analysis of existing recognition work shows that the interpretation of the
term "sign" is often quite arbitrary, resulting in some cases it is confused with the
concept of "the way the sign is presented." As a result, different ways of representing
the same properties resulting from different transformations are used as separate
features. The definition of the feature of the image has caused great controversy, so in
the theory of pattern recognition there is still no clear definition. The reason,
obviously, is that the notion of a sign is inextricably linked to the notion of the plural,

nor can it be initially defined because of the more general concepts. Therefore, it is



36

possible to give only its description, thus defining the characteristic features of the
sign. Let us give the following formulation of a sign of a speech pattern: a sign is a
reflection of x: T — X, where T is the set of time intervals of the observation region
of the signal y(t,), obtained as a result of some transformation Q[y(t,)]; X is the set of
values of a measure:

iZl:Ti =t, i X; # XTJ_ Vi=1+1 (2.15)

In other words, a sign is a measure of the property of a phenomenon resulting
from some transformation of the observation space; differences in the values of this
measure make it possible to divide the phenomenon into many events - patterns.
Usually the choice of type of transformation is determined by the model of
appearance of the phenomenon, based on a priori knowledge.

In order to give satisfactory results, features for describing speech
patternsshould be distinguished by transformations based on the principles of
acoustic signal formation in the vocal tract. Ways of presenting featuresshould take
into account mechanisms of speech analysis of the auditory system that are invariant
to the interference. Currently, two models of speech have become most widespread:
the linear speech model and the linear prediction model. Both models provide a
speechpath in the form of a linear filter with variable parameters, the transmission

characteristic of which is described by the expression:
Q
H(z) = —
i->Qz "
k=1

where Q; is the impulse response (parameters) of the filter;

(2.16)

Z is a complex exponent.
Changes in filter parameters correspond to changes in the position of the
organs of articulation. In the neutral position of the speech tract, its resonant

frequencies f,, can be determined by the formula:
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f =(2n —1)E, (2.17)

where n is the resonance number;
c - speed of sound (cm / sec);
| is the average length of the speech tract (cm).

Taking | = 17.5 and ¢ = 35300, we obtain the frequency values in the spectrum
of the signal with high energy concentration (formant) f,=504, f,=1512, f,=2524, etc.

When the position of the organs of the articulation of the voice tract and its
length change, it corresponds to the change of the filter parameters of the model of
speech, the position of the formant and the shape of the spectrum of the output signal
changes, and it will correspond to a particular sound of speech. Thus, the
transformation of Q of the space of observation of the speech signal y(t,), adequate
models of speech production, is a spectral transformation, and informative features
for describing speech patternsmay be the form of the spectrum, the distribution of
energy in the frequency ranges, some temporal characteristics of the signal. The
means of presentation of the featuresmust satisfy the following requirements:

— to report features of invariance property to the effect of interference of all
kinds;

— not to diminish its information content;

— cost of separation of the trait must be within the allowable range.

In part, these requirements can be fulfilled if some principles of operation of
the auditory system are used to describe the speech signal, for example, to produce
frequency analysis of the signal in the bands corresponding to the critical hearing
bands, to distribute energies in different frequency bands in the logarithm of the ratio
of these energies, to use the effect disguise. To increase the invariance of featuresof
interference, real-time data smoothing with high-speed algorithms and devices is also
effective.

It is convenient to classify the features in such an order that is consistent with

the strategy of their use when segmenting the speach stream into individual sounds.
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The vast majority of work on acoustic analysis uses a sequential strategy of
segmentation and phonetic identification of acoustic signals, which first determines
the method of sound formation, then the place of formation, and then determines the
phonemic identity of the sound. The following groups of acoustic features that can be
used in the tree nodes of a sequential recognition strategy can be separated.

Featuresto distinguish between “speach and pause”:

1. Signal energy over the entire frequency range of a signal. It is compared
with the noise threshold, which is statistically determined.

2. Intensity of the signal in several frequency bands. The "speech™ decision is
made when the conditions of exaggerating the signal intensity of the set threshold in
each frequency range are jointly fulfilled.

3. A set of features: the magnitude of the logarithm of the signal energy, the
number of zero signal intersections for analyzing the interval, the normalized
autocorrelation coefficient, the vector of linear prediction coefficients. The
discriminant function for patterns space is based on a statistical approach.

Featuresfor distinguishing "tonal - non-tonal":

1. Signal energy in the frequency range 100 Hz — 300 Hz. If it exceeds a
certain threshold, then the decision is "tonal".

2. The ratio of the energy of the high-frequency range (usually in the band
above 3 kHz or from 5 kHz to 10 kHz) to the energy of the low-frequency range
(usually in the band 300-1000 Hz). The decision is made according to the statistical
threshold established.

3. Signal space: signal energy, normalized signal autocorrelation coefficient,
number of zero crossings, linear prediction error. Classification in space is done using
the discriminant function.

4. Tone frequency. Its presence makes the decision "tonal”. up to 300 Hz to
signal energy in the range of 500 Hz - 2800 Hz - to separate the ringing beams from
the loud ones. If it exceeds the set threshold, then the decision is "ringing".

Featuresfor distinguishing "slot - non-slot":
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1. The ratio of the energy of the high frequency signal range (usually 3 kHz to
5 kHz) to the energy of the low frequency range (typically 100 Hz to 900 Hz). If it
exceeds the set threshold, then the decision is made “slot™.

2. Number of zero crossings. The slot decision is made when the threshold
number is exceeded.

3. Smooth differential energy values in the 3400 Hz - 5000 Hz range. If it is
large, then the decision is made "slot".

Featuresfor distinguishing "vowel - sonorous":

1. Smooth signal energy values over the entire frequency range and in the
range of approximately 600 Hz - 2800 Hz.

2. If they are less than the corresponding values for the vowel by the
experimentally determined value, then the decision is "sonorous”, otherwise -
"vowel".

3. Frequency value of the first formant and its width, value of the frequency of
the third formant. The low first formant and its greater width or low third formant
determine sonar sounds (nasal and flowing).

Featuresfor classification of slot segments:

1. The logarithm of the signal energy ratio in the range (1.5 - 8) kHz and
energy in the range (3 - 8) kHz. If it is less than the set threshold, then the decision is
“weak slot” / 1, 0, v, & /, otherwise - “strong slot” /s, z, f, & /.

2. Spectrum energy of the gap segment, center of gravity of its spectrum. If the
center of gravity frequency f,, = 2.5 kHz and the energy is small, then the phoneme
class is identified / f, 0 /: if f, = 2.0 kHz, the maximum energy is identified by the
phonem class /f, &/; if fi, = 4.0 kHz and the energy has an average value, then the
phonemic class / s, z / is identified. The frequency of the amplitude maximum f, in
the spectrum, the amplitude of this maximum, the asymmetry of the spectrum. For
example, if f,,> 3.2 kHz, then the phonemic class is identified, /f, &/, if ,<3.2 kHz,
then the phonemic class /s, z/ is identified. Frequency of the first formant and
frequency of the first anti-resonance. The difference between /f/ from /s/ is

performed by a discriminant function in the space of these two traits.
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Features for the classification of adjacent segments:

1. Call time t,, - to separate ringing binary /b, d, g/ from non-ringing /p, t, k/.
For example, if t,,> 35 msec, then the class of non-ringing bells is identified, if t,,>
25 msec, then ring bells are identified.

2. Frequency of amplitude maximum in the burst spectrum f,, relative value of
the energy of the burst spectrum. The decision on the place of creation of the bow is
made on the basis of experimentally set thresholds. For example, fy,e (900-2100) Hz
corresponds to the given shear /k, g/ in front of the vowels of the back row /a, o, u/,
and fye (3,0-5,0) kHz corresponds to the tooth shear /t, d/ before back row vowels.

3. Sign of the slope of the first and second formants at the transitional sections.

Featuresfor classification of vowels:

1. The values of the first, second and third formants. Recognition is carried out
in the space of these two or three features at the minimum distance of implementation
from the standard.

2. The number of zero crossings in the first and second band is for separating
the front row vowels from the back row vowels.

3. Frequency of the first formant and frequency center of gravity of the second,
third and fourth formant - to identify all the vowels, frequency center of gravity of the
first two formants - to identify the back vocal numbers.

Featuresfor sonar classification:

Sonar is the most difficult class to identify. To distinguish between individual
consonants in the middle of this class, it is necessary to use both statistical and
dynamic features, such as the amplitude of the first three formants, the trajectories of
these formants, the distances between them and others. The classification using these
features is based on the heuristic solutions found in the statistical analysis of a large
number of linguistic material. For example, the low first formant and the small value
of the ratio of energy in the second formant band to the energy in the first formant
band corresponds to nasal / n, m, 1 /. The low third formant corresponds to the
retroflex /r/, the low first and second formant and the high third formant correspond

to smooth /I/.
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2.2.3 Method of segmentation of audio signal into “speech-pause” sound types
The problem of speech isolation from ambient noise is quite complicated,
except in the case of very high signal-to-noise ratios, in particular in the case of high-

quality recordings made in a muted or enclosed soundproof room.

a
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o3k /\/\ ]
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Figure 2.6 - Pause speech separation: a) speech signal; b) signal energy

in the 1st and 2nd formats; c) signal energy in 111 and IV formats.

In this situation, the energy of even the weakest sounds of speech (fricative

consonants) exceeds the noise energy and, thus, it is sufficient to measure the energy
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of the signal. But such recording conditions are usually not found in real situations.
Solving the problem of speech recognition from the audio signal is the first step in the
implementation of phonetic speech recognition. With this procedure, we get rid of
redundancy as a storage medium. To do this, you must use the sign of the presence of
signal energy over the entire frequency range. Figure 2.6 shows that the presence of
the amplitude of the signal itself, the value of which would exceed a given noise
threshold, is not sufficient.

Therefore, to solve this problem it is proposed to use such features of the signal
as its energy E and the number of zero cross sections ZC for each interval of
background noise [30].

To implement this algorithm, it is necessary to have noise statistics obtained by
cutting noise intervals from different audio signals.

1. Find the maximum noise energy:
Emy,lftymax = maX(EJ )’ .l :1"ns (218)

2.Find the mathematical expectation of noise energy:

2.5,

M, = len ; (2.19)

3. Find the dispersion of noise energy:

2
Se] 3
D — J= _ j=1 . )

4. Find the SLE of the noise energy by the formula:

o =4/D¢ ; (2.21)
5.Determine the detection limits:

E -E +30,: 2.22)

max wymy max

E. =M, +30,; (2.23)
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>z,
j=1 iHm_ moeu
ZCypy =1 - — | , (2.24)

THmM _wymy

where tiHm_Mogu - the length of the intervals into which the speechis broken (10

ms);

tiHm_wyMy - the duration of the intervals at which noise is broken (100 ms).

After receiving audio data intervals of 10 msec, the energy characteristic for

each interval and the number of transitions after zero are determined.

1 m
M, —Z;ai, (3.25)
1< o
Ek —;;ai , (226)
Ekl = Ek - Mkz, (2.27)

where m is the number of amplitudes in the interval (for 11 kHz - 128).
The algorithm below is based on the measurement of two simple characteristics
- energies and the number of transitions through zero.

Consider the algorithm using figure 2.7.

E max

E min

v

T12 T11 T21 T 22 t

Figure 2.7 - Selecting a speech from an audio signal
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Moving from the beginning of the sound signal to the right (see Figure 2.7), we
expect an interval at which Ey > E 5. We pre-set the speechstart (see Ty in

Figure 2.7).

Considering the intervals from Ty, to the right along the time axis, we are
waiting for the interval at which E, < E, ;. This is point T,; in Figure 2.7. If for
some time T, there has not been a period from Ty, (T, =400), at which E, > E_,,
we set the pre-termination of the speech at T,;. Otherwise, we continue our search for
point T,;.

Thus, we have defined the beginning and ending of the speech.

It should be considered that T,; — T4 <Tin, Where 7, =100mcer- the

minimum duration of the speech signal, it is necessary to consider the found gap is
not in the speechand it is necessary to continue the search for point Ty;.

Moving to the right along the time axis from point Ty, we look for the first
interval at which the condition is fulfilled E, < E;, This is point Ty, (see Figure
2.7). After that, to the left along the time axis from point Ty,, we look for the first
interval at which the condition is satisfied £ - ZCy = ZC\ise, 12 =1.

The search for such a gap should not be further from the Ty, point for a time
greater than Tysser (200 Ms). If we move to Tt , then we do not move and consider
this point the beginning of speech.

Moving to the right along the time axis from point T,;, we look for the first
interval at which the condition is fulfilled E, < E,, . This is point T,. Then to the
right along the time axis from the point T», we look for the first interval at which the

condition is satisfied x-ZC, >ZC The search for such a gap should not be

noise *

further from the point T, for a time greater than Tyt (200 ms). If we have moved

on Tyfreet, then we do not move further and consider this point as the end of the

speech.
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To create a model of speech isolation from the audio signal was collected
statistics of different background noises (different speakers, spoken volume) by
cutting the necessary intervals from the audio files. The statistical sample was 37
values.

As a result of the above calculations, the following values of the basic
parameters were obtained:

Enoise max = 1.695E — 05;
My = 4469 E — 06;
Dp = 6.991 E — 10;
Opmax = 2.644 E — 05;
Epnae =9.628 E — 05;
Enin = 8.379 E — 05.
ZCpice = 5.991
To illustrate the operation of the algorithm, we present the result of the model

for the word "four". Figure 2.8 shows the audio signal for this word:

0.4

0.3

0.21

0.1r

-0.1r

-0.21

-0.31

-0.4

0 O.I5 1 1.I5 2 2.5
Figure 2.8 - The sound of the word "4oTupu"
As a result, the audio signal was reduced by 1.56 times.
The start and end marks of the audio signal were placed at fixed intervals of
numbers 84 and 161, respectively.

Figure 2.9 shows the energy characteristic of the signal.
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Figure 2.9 - Energy characteristic of the audio signal

According to the results of the study of the noise levels conducted in this
section and the spectral characteristics of the Ukrainian language sound types, it was
concluded in [22, 23] that the non-invariance of the distinguished features to the
change of the acoustic noise level of the environment, to the change of the distance of
the acoustic receiver from the speech source signal and change of speakers, which
leads to increased reliability of the selection of features of the phonetic classes of
sounds, can be achieved by recording voice signals using two acoustic sensors, one of

which located at a fixed distance.

2.2.4 Fuzzy methods for distinguishing features

When formalizing knowledge, it is quite common to find qualitative
knowledge, such as high fever, low glow of the filament, young diplomat, etc. For the
formal presentation of such qualitative knowledge, an American mathematician,
professor of computer science at the University of Berkeley (California), Lofty A.
Zadi (Iran), proposed in 1965 a formal apparatus of fuzzy logic.

The fuzzy subset N of the set M is defined as the set of ordered pairs N =
{uN(x)/x}, where pun(Xx) is a characteristic membership function (or simply a
membership function) that takes values in the interval [0, 1] and the degree,
indicating (or level) the membership of the element x in the subset N [31]. Thus, the

fuzzy set N can be written as:
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N= 3 (wX) /X)) (2.28)

where Xi is the i-th value of the base scale, and the sign "+" is not a
designation of the addition operation, but makes sense of association.

We define a speech variable (SV) as a variable whose value is determined by a
set of verbal characteristics of a property. For example, “age” SV may have the
following meaning:

SV = MuB, JIB, OB, I0B, MB, 3B, I1B, CB,

which means infant, infant, infant, adolescent, young, mature, aged and old,
respectively. The set M is the scale of a person lived for years [0..120]. The
membership function determines how confident we are that a given number of years
lived can be attributed to a given SV value. Suppose that an expert at a young age
refers to people aged 20 years with a confidence level of 0.8, aged 25 years with a
confidence level of 0.95, aged 30 years with a confidence level of 0.95, and aged 35
years with a probability of 0, 7. Therefore:

u(X)=0,8; u(X2)=0,95; u(Xs)=0,95; (X4)=0,7; (2.29)

The value of SV = MB can be written:

MB = u(X1) I Xy + u(Xo) [ Xo + pu(X3) | Xg + u(Xy) [ X4 =
= 0,8/ X; + 0,95/ X, + 0,95/ X5 + 0,7/ X, . (2.30)

Thus, fuzzy sets allow to take into account the subjective opinions of
individual experts.

For operations with fuzzy sets, there are different operations, for example, the
operation "fuzzy OR" (otherwise) is set in the Zade logic:

pu(x)=max(uy(x), ua(X)) (2.31)
and in the probable approach:
() = (x) +ia(X)-pa(x) -+ p22(X). 2.32)

There are other operations on fuzzy numbers, such as extended binary
arithmetic operations (addition, multiplication, etc.) for fuzzy numbers, specified
through corresponding operations for fuzzy numbers using the principle of

generalization, etc.
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As we will see later, fuzzy sets (otherwise called soft calculations) are very
commonly used in expert systems. Fuzzy logic is used as a convenient tool for
controlling technological and industrial processes, for intelligent household and
entertainment electronics, in fault detection systems and other expert systems. Special
fuzzy inference tools have been developed, such as the Fuzzy CLIPS tool. Fuzzy
logic was invented in the United States, and now the rapid growth of this technology
has begun in Japan, Europe and has now reached the United States again.

The development of this direction is the realization of non-factors in the
systems of knowledge representation: incompleteness, inaccuracy, uncertainty,
ambiguity, incorrectness, etc. Knowledge representation systems and know-how
technologies continue to evolve. In addition to the traditional languages (LISP,
PROLOG, SMALLTALK, REFAL) and tools (LOOPS, KEE, ART), new web-based
versions of IS are currently emerging as JAVA tools: Exsys Corvid, JESS . HTML
has become the basis for presenting knowledge in the Internet.

Consider the neural network model used in the formation of speech patterns
[32]. Figure 2.10 presents a neural network consisting of three layers - the hi input,
which corresponds to auditory cell-related perceptron neurons, analyzing ha and

responding ho, which models the decision-making process (pattern recognition).

Figure 2.10 - Model of neural network for recognition of speech patterns
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The output signal of the i-th neuron y’; of the analyzing layer is obtained by

integrating the following differential equation:

dy! Q&
dy' => 5%, —r(y), (2.33)
t J':]_

where X = {X,, %, X; ., X, | - input pattern:

d; - the connection between the ith neuron of the analyzing layer and the jth neuron

of the input layer;
y/ - the output signal of the ith neuron of the analyzing layer;
7(y]) - acomponent that renders the transfer characteristic of a neuron nonlinear and

takes into account nonlinear effects. It is believed that there is yan inverse function fg,

namely fs =77

Permanent integration of a neural cell is in the order of several tens of ms.

Given that at this interval, the xi output signals for the stationary speechcan be

written:
O('j{ ~ 0, (2.34)
where
CORDIARHCED
and finally
y, = o (Zg ~x,). (2.36)

In accordance with equations (2.33) and (2.36), when applying to the input of

auditory auditory neurons of the spectrum X of the speech signal, the value of the
initial excitation of the ith neuron of the analyzing layer is proportional to the
product:

ghi-X, (2.37)
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whereg; = (gil,giz,...,gin)T - the vector column of the weights of the connections of the i-

th neuron;

X = {Xl, Xgyews Xjyeens Xn} - vector of the spectral parameters of the speech signal.

The core of activity in the analyzing layer is formed near those neurons for
which the product (2.37) is maximum. The speech distribution of communication
weights that can be recognized can be established as a result of training by presenting

them to a neural network input.
According to Hebb's law, the change in the weightAg; of the connections at
each iteration step must be proportional to the input and output neurons:
Ag;, = X (2.38)
wherea isa constant that determines the magnitude of the increment step.
It is known that the transfer function of a neuron has a sigmoidal shape with
lower and upper saturation levels. In the area of active neuron training, one can

approximate a linear function with some slope ki Then formula (2.14) can be

rewritten as:
Agj = ayi X = oK, D gEX X, (2.39)
j=1

The linkage weights g;; of the analyzing neural layer after training determine

the structure of the neural network that corresponds to the stored image. Therefore,
(2.15) is a sign for converting the initial vector of speech signal parameters into a
speech pattern.

2.3 Development of a mathematical model of the fuzzy-logic method

In this master project, the minimization of the logical function by the Quine-
McClasky method will be applied.
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When a logical function has more than five arguments, the Wichy-Carnot
diagrams are rendered unobtrusive. Therefore, in this case, to minimize the logical
functions depicted in the DDNF, it is more convenient to use the Quinn-Mak-Klasky
method, which involves performing two main steps.

In the first one, we move from the DNF to the shortened DNF logicalfunctions.
To do this, all conjunctions are first divided into groups, up toeach of which attracts
conjunctions with the same number of variableswithout objection: This group
includes conjunctions containing variables without negation, i = 0, 1, 2, ...,n.. For

example, let's minimize the following function:

1 R 2 N 3 N 4
s A 4 A f A e N\
f =X X XX, +X %X X, - X, +X - X Xy +X X, Xyt X, +
5 6 I 8
h S T A N et

. N —
+X1°X2'X3’X4+X1'X2’X3'X4+X1'X2'X3'X4+X1'X2'X3'X4(2-40)

Then it can be divided into groups as follows:

f=(X %% %)+ (K K% K, +% %K X, + XX, XX, +X X, K- X,) +

3 A
Y %.° 8
F(X X, Xy Xy XX XK X XX K X)) (2.41)

After such a breakdown, we take the first step from the DDNF to the shortened
DNF by gluing the conjunctions of n-thrank.

The action of this should be to compare pairs of elements adjacent to the number
of groups, since glued conjunctions of the form can only contain adjacent groups. For
example, for entry (12.7) one has to compare the elements of groups 1 and 2, 2 and 3.
The conjunctions for which they were glued denote (for example, underline). Thus,
for function (2.17), the bonding operation is performed between conjunctions 2 and 3

for the variablex,, 2 and 7 forx, 1 and 6 forx,, 1 and 4 forx,, 3 and 4 forx,, 3 and 8 for
x,, 5 and 6 forx, 5 and 8 forx,, 7 and 8 foryx,.

As a result, conjunctions of the first rank, which attract shortened DNF, are

formed. Unlabeled conjunctions (those that are not glued together) are simple
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implicants and are also involved in shortened DNF. For example, after performing

the first reduction step, function (2.17) will look:

1
—
f=(X X, %X+x°, %X, +

(2.42)

The following procedure is repeated, with conjunctions obtained of (n-1)-th
rank, etc., until the DNF contains only simple implants. For example, to obtain a
shortened DNF for a given function, it is sufficient to perform one more reduction

step to the entry (2.18), thereby merging conjunctions 1 and 8 for the variable and x
and 2 and 4 forx,.. Obtain the following shortened DNF initial logic function:

1 2 3 4 56

— — — —2 —a
f =X XX, + X, XX, + X X, X, + X X, X, + X XX, + X, X, (2.43)

In the second step, we switch from shortened DNF to deaf DNF and choose
among them MDNF. Deaf is called DNF, which comes from the shortened, when it is
removed from the extra simple implants. The members of the abbreviated DNF,
whose exclusion does not cause changes in the values of the logical function on the
possible sets of its arguments, are considered to be superfluous implicants.

In order to get deafDNF, we construct an implicit matrix (see Table 2.1), the
rows of which contain simple implicants included in the shortened DNF, and the

columns are constituents of the unit of which the DBNF consists.
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Table 2.1 —Implicit matrix

Simple The constituents of the prime

implicants | 1 2 3 4 5 6 7 8
7172X3X4 EX273_4 71X2_3X4 71X2X3X4 X1¥2X3X4 X172X3X4 X1X2Y3_4 X1X273X4

1 xxXx, X X

2 XXX, X

3 XXX, X X

4 xXX, X X

5  xXx, X X

6 XX X X X X

In a row against each prime, the implicants mark an "x" under those constituents
of the unit on which it gains a value of 1; the corresponding constituents are covered
(absorbed) by a given implicant. From the total number of simple implicants, we need
to select their minimum subset, which implicants cover all the single values of a
given, logical function; the rest of the implants will be superfluous.

Deaf forms begin to form when revealing obligatory simple onesimplicants,
which (and they alone) cover the corresponding constituents of a unit of logical
function.

In Table 2.1, we see that implicant 6 is mandatory because it only covers the
single values of the logical function on the 2nd and 7th sets (columns 2 and 7; row 6).
In addition, it also covered the constituents of Units 3 and 8. The remaining
uncovered constituents 1, 4, 5, 6 can be covered with different combinations of

implicants 1-5, resulting in many deaf forms from which to choose MDNF:
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f=X X4+ %, Xy Xy + X X5 X, + X X5 Xy
f=X X34+ X Xy Xy + X+ X, - Xy
=X Xg+X X, o X, + X, Xy Xy + X - X5+ Xy (2.44)
=X XX, Xy X, + X%, - X, + X - Xy - X,
The minimum of these deaf DNFs is the second expression:
Fre =X - X X - X Xy + X - %, - X, (2.45)

Thus, the Quinn-McClaskey method makes it easy to minimize the logical
functions depicted in the DDNF.

One of the most important and poorly formalized speechrecognition problems
today is the task of automating the process of extracting informative parameters to
describe speech patterns. It becomes especially relevant when parameters are
searching in the form of signal energies in different frequency bands, since it is
necessary to analyze a very large number of variants of the frequency range of the
speech signal into subbands.

To automate the process of finding information parameters, the authors
propose a combined fuzzy-logic approach. His idea came from an analysis of a model
of the human hearing system, supplemented by a neural network. This approach
consists of the following steps. Initially, an initial partitioning of the entire frequency
range is performed by a certain number of frequency bands (for example, according
to the human hearing system model). The temporal energy functions in the selected
bands are considered to be fuzzy functions of assigning certain time intervals to
known sounds. The next step is the operation of exacerbation of these functions by
findingn(n-1)/2 their pairwise correlations, wheren is the number of bands in which
the frequency analysis of the speech signal. After that, the obtained fuzzy functions
are transformed into logical ones by applying to them «- the level, which is

determined by the value of the second after the global maximum of this function.
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The logical choice of informative features is made by constructing an implicit
matrix for those single values of functions that do not intersect in time. These single
time intervals correspond to some sounds and are numbered to indicate the columns
of the implicit matrix. Matrix rows are denoted by pairs of frequency band numbers
that form a correlation. The implicit matrix denotes the cells that stand at the
intersection of some single time interval and the correlation that generated it. The
next step is the logical selection of informative features on the implicit matrix, which
is carried out similarly to the Quine-McClaskey minimization procedure: all dead-end
sets of correlation pairs are formed and one of them is chosen minimal.

In addition to determining the information frequency of the primary frequency
bands for a particular sound, this approach allows you to determine how the
frequency range of the speech signal is divided into the most informative subbands.
To do this, define all the tapes of the implicit matrix, labeled with the same column
number. If the band numbers in these correlations are adjacent, then they are
combined into one subband (s-norm operation is performed), if not, then the value of
the sub bands remains the previous one and the sign is formed by correlating the
energy of the frequency band data signals (t-norm operation is performed) .

Therefore, the purpose of the study is to develop a method for automating the
selection of informative features for known patterns (in this case, spectral
components for given speech sounds).

Hypothesis: Consider the time functions of energy E(f))in the selected
frequency ranges as fuzzy functions of the belonging of some time intervals to known
patterns of w; (sounds).

By the operation of exacerbation of these functions (by finding the correlations
E (f1) - E (f2), E (f1) - E (f3)...., E (f1) - E (fn), E (f2) - E (3),..., E(f): E(f)....,
E(fi.1): E(f,)) determine the importance of these spectral components for different
patterns (if the output of the energy of these spectral components increases the energy

in the time interval of a given sound then they are informative for it).
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Then, for each sharpened fuzzy membership function (correlation), we allocate
logical values "1" at time intervals by applying the a-level. The a-level is selected

according to the geometric illustration of Figure 2.11.

E(f3)E(f14)
A

C n u B A

Figure 2.11 - Allocation of logical values "1" for correlation E(f3) E(f14)

For example, for the correlation E(f,) E(f3), the a-level will be determined as

shown in Figure 2.12:

E(f1)E(fs)
A

C n nu B A

Figure 2.12 - Allocation of logical values "1" for correlation E(fy) E(f3)

And, accordingly, for the correlation E(fs) E(f,,) Figure 2.13.



57

E(fs)E(f11)

a a

”1”

\

C N oM B A

Figure 2.13 - Selection of logical values "1"for correlation E(fs) E(f,)

Then the implicit matrix for single intervals is constructed as follows: all single
intervals for a given pattern (eg sound (a)) are searched for all correlations are
denoted * below it (Table 2.2).

After that, all the correlations relevant to the sound are selected and combined

(t-norm operations are performed).

Table 2.2 - The implicitmatrix

E(f) Ef)\ |a 0 y e i 0 B

S *

EiEs *

E, E, * *

EiEn *

E2Es *

E13'E14 *

The merging should be done in such a way that the energy of the frequencies in

succession is combined in the same band.
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Therefore, the selection of informative features is carried out by the following
algorithm:

1. Formation of frequency ranges: their number, center frequencies, bandwidth,
filter type are selected.

2. Filtration.

3. Calculation of energy
Ei(t)= ies

4. Correlation

5. Finding a-levels for each correlation and forming "1" intervals.

6. Finding those "1" overlapping intervals.

7. Formation of an implicit matrix for them.

8. Formation on the implicit matrix of ranges, the energies of which will be
informative features(by the operation of a conorm).

The exacerbation operation narrows the sound interval from the actual one. The
operation of the conorm, on the contrary, expands and brings it closer to the real. The
scheme of algorithm of selection of informative features is presented in Figure 3.4:

Thus, the use of a fuzzy approach at the initial stage makes it possible to
increase the informativeness of the parameters of speech patterns, and the use of a
logical approach at the final stage makes it possible to automate the process of their
selection and formation. For example, the use of the proposed method to select

informative features of phonotypes "sonorous”, "fricative"”, "pause” allowed to select

three informative frequency bands and to obtain their recognition accuracy of 98.5%.

2.4 Method for describing a speech signal based on a mathematical model of a

“quasi-frequency” detector

A disadvantage of known speechrecognition devices that use the principle of

frequency description is that the spectral description is made in narrow bands. This
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description is unstable to change the speaker, and therefore when changing the
speaker, you need to update the standards by retraining.

The quasi-frequency detection principle is applied to eliminate this drawback.
The "quasi-frequency" speech-forming model is used to carry out the segmentation of
a recognizable speech signal in the pre-processing stage for sound types. To perform
a previous or "rough" segmentation, you can conditionally divide all natural
speechsounds into a small number of classes.

"Segmentation"” means the objective division of a speech message into units
that are related to elements of the accepted alphabet. Thus for the Ukrainian language
it is proposed to use the partition presented in table. 2.3 (softened consonants should

be attributed to the same phonetic classes as their solid pairs).

Table 2.3 - Classification of sounds of the Ukrainian language

The name of the phonetic class Sounds

Vowels a,0,y,¢e, 1,1

Noisy 3, C, XK, III, 4, X, I,
Sonoric a1,p, M, H, B, U
Explosive I, T,K, O, I, T

In this section, we consider a model of speech formation that describes the
signal by positioning the frequency moments of the energy of the signal in wide
formant ranges, which allows to reduce the variation of features due to spectral
variations. Binary coding of the position of these moments based on the ratio of
energies in the frequency subbands avoids the influence of amplitude variations.

The analysis of the dependence of the informative properties of the speech
sounds on their frequency-energy parameters shows that the basic information of the
speech signal is encoded in the first three formative bands, so in this work we

propose a model of speechformation based on the "quasi-frequency"” modulation of
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the vocal tract. In this model, the voice tract is considered to be a source of
information (speech) signal, the encoding of information in which is carried out by
modulating three carrier frequencies - frequencies of the 1st formant, frequencies of
the 2nd formant and frequencies of the 3rd formant. The position of the frequency in
the formant bands is determined by the position of the frequency moments of the
signal:
FK
[A - fdf
M = 22—, (2.46)
[ fdf
FK—l
whereAsis the spectral density of the speech signal for the frequency band df;
f - the current value of the signal frequency;
k is the frequency channel number, k =1,2,3.
Preliminary analysis of the speech signal in the formant bands is performed by
means of bandpass filters, with the expression (2.46) for the frequency moment

taking the form:

M, == , (2.47)

where A; is the amplitude of the output signal and the i-th filter; f; is the center
frequency of the bandpass filter; | is the number of the first bandpass filter in the k-th
frequency channel; m is the number of filters in the k-th channel.

By encoding several positions of the frequency moment in each frequency
band, it is possible to move from the description of the speech signal in a continuous
three-dimensional space to a discrete description in the space of binary values of the
frequency-detecting function. In each of the selected frequency channels it is possible
to consider the following three forms of the spectrum (position of frequency

moments):
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Figure 2.14 - Coded positions of frequency moments in frequency channels: a-
deviation towards high frequencies; b-deviation toward low frequencies; ¢ - zero

deviation

For binary coding of these positions of frequency moments, each frequency
channel is divided into 3 subbands, thus in one channel 2 bits of frequency-detecting
function are obtained )by the comparative method:

2

0, = Co( MlaM™),  (2.48)

i=1
whereo- unitary function, o( M{laM** )= 1, ifM>M,**, and equals to 0 otherwise;
a- ratio of domination.

With this definition, the frequency-detecting function for the first distinguished
case of frequency deviation (6,;, 6,2 ) = (0, 0), for the second - (0,;,04,) = (1, 1),
for the third - (6,7, 0 52 ) = (0, 1).

The analysis of the spectra shows that the use of the values of the frequency-
detecting function in the three channels is effective for describing the loud sounds of
the speechand the sound consonants (m,H,p,a). To distinguish between noisy and
erupting consonant sounds, the global characteristics of the spectrum (spectrum form)
of the signal are essential. To determine them, the ratio of the signal energies in the
three adjacent bands AF,, AF, andAFis used.

Thus, the initial description of the speech signal using the frequency-detecting

function looks like an eight-bit binary word.
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For example, for sound [a], the binary description looks like [a] =
(0,1,1,0,0,0,1,1). The value of this function is calculated for each t-th primary
segment of the speech signal whose duration is chosen to be t; = 5 ms (this
corresponds to the stationarity interval of the shortest, discontinuous, speech sounds).
For each pair of time-adjacent values of the frequency-detecting function, the values
of the segmenting function are calculated by the formula 6,'=0,"®0,° " !, where the
symbol @ denotes the logical operation “the sum of the modulus two”. The values of
the segmenting function are used to process the segmentation of the speech signal
into separate sounds by the rule: :td = 1, if 281 (6% pi) =8,, where tJ - is the j-th
segment label and p; - the weight of the i-th binary digit of the segmenting function,
O, 1s the threshold value, which is determined by the iterative “gradient descent”
procedure in the process of training with the “teacher”. Thus, in this algorithm, the
process of segmentation into sounds takes place in parallel with the process of their
classification.

The values of the average frequencies for each of the three channels fnc are
determined by the values of the formant frequencies in the neutral position of the

vocal tract:
C
f =(@k-1)—
HK ( )4|

wherec - speed of sound in [ cm/s ], ¢= 35300;
| - the average length of the speech tract,l*=175cm[4-5].
thenf,; =504 Hzf,, =1512 Hz,f,; = 2524 Hz.

When the position of the articulatory organs is changed, the shape of the voice
tract and its length change, which corresponds to the modulation parameters, the
formant position and the shape of the spectrum of the output signal change, and it
corresponds to a particular audio speech.

The frequency ranges of channels of the 1st, 2nd and 3rd formants can be
determined by statistics on the values of the formant bands AF; , AF,i4F;[4 , 6]:

AF; =250 - 1000 Hz,
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AF,=800 - 2200 Hz,
AF3; =1780-3560 Hz .

In the spectral analysis of the speech signal by bandpass filters with center
frequencies arranged according to the logarithmic law along the frequency axis, in the
bands AF, ,AF,iAFsthere will be 12 frequency bands distributed along the formant
channels as follows: AF, - (252-317), (317-400), 400-504), (504-635),(635-
800),(800-1008); AF,-(1008-1270), (1270-1600), (1600-2016), (2016-2540); AF; -
(2016-2540), (2540-3200), (3200-4032).

The segmenting function is intended for segmentation of a speech signal into
separate sound types. Its values are combinations of eight bits that change over time.
It is logical to assume that if the values of the digits in the words of the segmenting
function change, the energy of the signal from one frequency range to another
transitions, which indicates a transition from one sound type to another in a given
time interval. Of course, the transitions between different phoneme combinations are
different. This complicates the task of constructing an automatic classifier, which
must recognize non-stationary (transient) intervals of the speech signal, that is, to put
in these places the appropriate transition marks.

The construction of the classifier can be performed using a mathematical
apparatus of artificial neural networks. The structure of the automatic classifier for

segmentation of the speech signal in this case will be as shown in Figure 2.15.

xx —0
X2
Xz
The rule of classification
X4 I v=L1, if the threshold 1s
exceeded
X5 C y v=0), otherwise

Xg
X7

X3
X9

Figure 2.15 - Structure of the classifier
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For the purpose of training it will be necessary to form a training sample of
forty words of the Ukrainian language. The learning algorithm for each word should
consist of the following steps:

- definition of word boundaries;

- filtering the signal in the specified frequency bands of the formant bands;

- calculation of frequency-detecting function;

- calculation of the segmenting function.

The detection of non-stationary areas of the speech signal will be done
manually using the spectrogram of the speech signal. Figure 2.26 presents the

spectrograms of command words “menre”.
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Figure 2.16 - Spectrogram of the word "menrie"

Changing the energy of the signal at different frequencies, as shown in Figure
3, shows the intervals of the non-stationarity of the signal (t1,..., t4).

In total, training was conducted on a sample of 1500 combinations of
segmenting function. To achieve dictatorial learning outcomes, vocabulary words

will be spoken by three speakers six times.
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The construction of an automatic neural network classifier with two layers of
neurons (input and output) corresponds to the construction of the distribution surface
between the two classes of patterns, which is known in classical recognition theory.

Knowing the value of the coupling weights between the input and output layer
neurons, we can make the appropriate distribution surface equation:

WX +Woy X, + WX + W, X +Wi X +Wi X +Wo X, +Woxg +1=0. (2.49)

The scheme of SegmUch algorithm for determining the coefficients of the
decision function (2.49) on the basis of the above-mentioned sample data is shown in
the graphical part, and the results of machine recognition are shown in Figure 3.11

and the graphical part.
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3 DEVELOPMENT OF SOFTWARE

3.1 Variant analysis of software platforms

The software developed in the diploma project is implemented in MATLAB
and in the VisualC ++ programming language.

The software of the first four programs is developed in Matlab 6.0
mathematical package, as this package has a special module for working with audio
information, which allows you to perform all the necessary operations with audio
files. Also, this mathematical package allows you to see the spectral characteristic of
a language word that cannot be implemented in other software environments. The
developed software in MATLAB is formed as one program and three external
functions: SIGNAL_PROCESSING, FILTER, CORRELATIONand SPECGRAM.

The main one is FEATURE_SELECTION, written in VisualC++ programming
language, because in this software environment it is easy to implement a user
interface in the form of menus and dialog that cannot be implemented in MATLAB.
This program is implemented in this environment, because it is the simplest and
easiest to implement the procedures that it must perform, and, most importantly, a
user-friendly and user-friendly interface. Visual C++ provides a complete set of
structural programming, object-oriented and visual programming. Visual C++ offers
an unusually large set of operations. Many Visual C++ operations respond to
machine commands and therefore allow live translation into machine code. The
variety of operations allows you to choose their different sets to minimize the
resulting code. It is through VisualC++ that the user interface for the program in the
Visual C++ visual design environment is developed on the basis of dialogue.

The FEATURE_SELECTIONprogram uses data obtained from the programs
in MATLAB and performs appropriate operations with them to find informative

features of speech patterns.
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3.2 Development of speech signal description algorithms and programs

We describe each of the implemented functions and programs.

The FILTER function calculates the parameters of a digital bandpass filter,
transmits the input signal and generates an energy vector of the audio signal with a
sampling period of 25 ms. The subroutine uses the following data: input vector, upper
and lower bandwidth limits, filter number. The scheme of the FILTER algorithm is

shown in Figure 3.1:

!

Receiving the filtered signal
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'
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~
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k=k + 256
k_| =k + 255
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Ampl = Ampl + ff(ki)

v
f(nf, 1) = Ampl

Figure 3.1 — Schematic diagram of the FILTER routine

The result of the subroutine operation will be a ribbon of the matrix, which is
an energy vector of the audio signal with a sampling period of 25 ms, which is
allocated by a specific bandpass filter. The bandpass number corresponds to the
ribbon number of the original matrix.

The second external subroutine, SIGNAL_PROCESSING, has the following
features: download an audio file and run it for each of the fifteen FILTER filters. The
subroutine uses the following data: input vector, generates upper and lower
bandwidth limits of bandpass filters, number of filters.

The frequency ranges of the channels of the 1st, 2nd and 3rd formants can be
determined by statistics on the values of the formant bands AF; , AF, , AFs;:

AF; =252 - 1008 Ty,

AF,= 1008 - 2540 I'1,

AF3 =2540-4032 I'x .

In the spectral analysis of the signal of the speech by bandpass filters with

center frequencies arranged according to the logarithmic law along the frequency
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axis, the bands AF; , AF, 1 AFzwill find the frequency subbands indicated in (Table

3.1), according to which the boundaries of the bands will be distributed
SIGNAL_PROCESSING.

Table3.1 — Frequency band limits

Frequen | Frequency Filter Filter Frequency range Afii, Average
cy range, Hz | number, Hz | bandwidth, Hz Hz subband
channel frequency Afyo,
number Hz
1 252 — 317
Afy1; =252 — 400 317
2 317 - 400
AF, 3 400 — 504
I Afy, = 400 — 635 504
252 — 1008 4 504 — 635
5 635 — 800
Af13 =635 - 1008 800
6 800 — 1008
AF 7 1008 — 1270 Afy; = 1008 — 1600 1270
I ? 8 1270 — 1600 Afy = 1270 — 2016 1600
1008 — 2540
9 1600 — 2016 Afy3 = 1600 — 2540 2016
AF 10 2016 — 2540 Af3; = 2016 — 2540 2262
" ’ 11 2540 — 3200 Afz; = 2540 — 3200 2850
2540 — 4032
12 3200 - 4032 Afs3 = 3200 — 4032 3592

The schematic of the algorithm routine SIGNAL_PROCESSINGis presented in
Figure 3.2:
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Figure3.2 — Schematic diagram of the subroutine SIGNAL_PROCESSING

The subroutine will result in a matrix containing the values of the sound energy
emitted by the fifteen bandpass filters, with a sampling period of 25 ms.

The CORRELATION software module implements speechsignal
representation in the space of correlation features. The program uses the data
obtained in the SIGNAL_PROCESSINGmodule, namely, the energy matrix of the
speech signal decomposed by bandpass filters.

The result of the speech signal description program in the space of correlation
features is a correlation three-dimensional matrix of size [N, I, J], where N depends
on the size of the input audio file, I = 15, J = 15. Each element of the correlation
matrix characterizes the output of signals from the two bandpass filters at a
predetermined interval of 25 ms. A diagram of the CORRELATIONSsubroutine

algorithm is presented in Figure 3.3:
2

A 4

SIGNAL_PROCESSIN
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Figure 3.3 — Scheme of CORRELATION subroutine algorithm

The SPECGRAM subroutine shows a speech signal spectrum by which we
extract the approximate boundaries of each speech sound to find informative features
for each of them.

The FEATURE_SELECTION program implements feature-based feature
extraction in the VisualC++ programming language. The program uses the data
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obtained from the CORRELATIONmModule, namely a correlation matrix, which is a
representation of a speech signal in the space of correlation features and a
spectrogram of a speech word. This program converts fuzzy functions into logical
ones by applying them to them - a level that is determined by the value of the second
after the global maximum of this function. An implicit matrix is then constructed for
single intervals. Next, we set the boundaries of each sound of the speech word on the
spectrogram to form informative features for them. Then there is the formation on the
implicit matrix of ranges for each sound, the energies of which will be informative
features(by the operation of a conorm). The result of the program is the selection of
informative features for all sounds of the word. The scheme of the algorithm of the
program FEATURE_SELECTIONIs presented in Figure 3.4:
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.
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Y

Highlighting informative
features

A\ 4
[ End ]
Figure 3.4 — Schematic diagram of the FEATURE_SELECTION program

algorithm

Therefore, the FEATURE _SELECTIONsoftware module eventually
implements feature extraction based on a fuzzy-logic method. The developed
program allows you to segment words automatically into sound ranges, that is, to find
ranges of sounds that correspond to certain sounds and informative featuresfor these

sounds.

3.3 Development of the structure of input, output and intermediate data

Initial data that is downloaded for signal processing to the program is audio
files that must be in wav format, with a sound file length limitation of 2000 (0.2s) to
120,000 (12s).

The audio file is loaded into the signal processing routine, where it is filtered,
its energy is calculated and correlation is made.

The output of the whole system is informative, that is, time intervals that
correspond to specific sounds and correlations on them, the energies of which are
informative for the data intervals of the audio signal.

We describe the structure of all the data that outputs all functions and
programs.

The Filter subroutine and SIGNAL_PROCESSINGfunction uses the following

data: input vector, upper and lower bandwidth limits, filter number. The result is a
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matrix containing the values of the sound energy emitted by the fifteen bandpass

filters, with a sampling period of 25 ms. The data structure is presented in Table 3.2:

and

Table 32 - Data structure of  Filter  subroutine
SIGNAL_PROCESSINGfunctions
Ne | Name Description Comments
1 y Audio file Input file with extension "wav"
2 f The energy values of the | Matrix 36x15
audio signal 36 — the number of time frames
3 prl the upper bandwidth | An elliptical filter is used
limits of the bandpass
filter
4 pr2 the lower bandwidth | An elliptical filter is used
limits of the bandpass
filter
5 nf filter number Number of filters —15

The CORRELATIONfunction implements the representation of a speech signal

in the space of correlation features. The program uses the data obtained from the

SIGNAL_PROCESSINGmodule, namely, the energy matrix of the speech signal

decomposed by bandpass filters. The result of the speech signal description program

in the space of correlation features is a correlation three-dimensional matrix of size
[N, I, J], where N depends on the size of the input audio file, | = 15, J = 15. The data

structure represented by the CORRELATIONSsubroutine is presented in Table 3.3:

Table3.3 — The data structure of the CORRELATIONroutine

Ne | Name Description Comment

1 M(:,:,1) Correlation matrixM(E;- | Matrix 15x36,
15sE15)by columns  from | where 15 — number of correlations,
time t(1-36) 36 —number of time frames

2 M(,:,15) Correlation matrix M(E;. | Matrix 15x36
15E15) by time
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There are 15 such matrices, but only the first and the last are presented in Table
3.3.

The FEATURE_SELECTIONprogram uses the data obtained from the
CORRELATIONmModule, namely a correlation matrix, which is a representation of a
speech signal in the space of correlation features. The result of the program is the
selection of informative features, that is, time intervals and correlations on them, the
energies of which are informative for the data intervals of the audio signal.

The data structure in FEATURE_SELECTION:Is shown in Table 3.4:

Table3.4 — The data structure of the FEATURE_SELECTIONTroutine

Ne | Name Description Comment

1 | New2 Correlations of all energies A text file with the
of the audio signal over extension "txt"
time

2 | Test Implicitmatrix Out file

3 | Logical2 Informative features for timing | Out file

Therefore, all the data are interconnected and together with the features and
programs described above allow the development of an automatic feature extraction
system.

3.4 Development of program documentation

3.4.1 Description of the logical structure of the program
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Figure3.5 — Scheme of interaction of software modules

We justify this scheme. First, the audio file is loaded using
SIGNAL_PROCESSING, then it is filtered by the Filter module, and as a result we
get a filter filtered by 15 filters, which is a matrix of energies of the audio signal from
the time frames with a sampling period of 25ms. Next, we do the energy exacerbation
with the help of the CORRELATION function, which as a result produces a
correlation matrix for all energies and time counts. This data is used by the main
FEATURE_SELECTION program, which as a result extracts informative features for
sound ranges.

The FEATURE_SELECTION software module implements feature extraction
based on a fuzzy-logic method. The program uses the FILTER module, namely,
filters the input signal and generates an energy vector of the audio signal. The
program uses the data obtained in the SIGNAL_PROCESSING module, namely, the
energy matrix of the speech signal decomposed by bandpass filters. The
CORRELATION program is then used, namely, a correlation matrix, which is a
representation of a speech signal in the space of correlation features. After that, the
obtained fuzzy functions are transformed into logical ones by applying to them - the

level, which is determined by the value of the second after the global maximum of
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this function. An implicit matrix is then constructed for single intervals. The
following is the formation on the implicit matrix of ranges, the energies of which will
be informative features(by the operation of a conorm).

The result of the program is the selection of informative features.

Therefore, the program is formed in the form of two subroutines and two

external functions. External functions are universal and are called by both programs.

3.4.2 Operator manuals

The program has a size of 3 KB. Runs the file FEATURE_SELECTION.exe.

In order to work with this program you need:

1. Run SIGNAL_PROCESSINGto execute it to download the audio file and
filter the input using Filter.

2. Run CORRELATION to create an energy correlation matrix. The correlation
energies will be stored in the New2.txt file.

3. Run FEATURE_SELECTION to find bands whose energies will be
informative.

4. In the window that appears, you can see all the results that the program has
completed:

- Correlations of all energies by time intervals can be viewed by using the
buttons in the program interface: "Out", "Correlations of energy"

- Implicit matrix values. Can be viewed by clicking the Output, Implicit Matrix
buttons sequentially.

- Selection of informative featuresat intervals of time can be pressed "Out",
"Informative features".

5. You can see the progress of the program from the menu item "Help", "About
the program™

6. Exit the program by clicking on the menu item "Exit"
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3.5 Results of the machine experiment

The result of the operation of the program of description of the speech signal
by the method of quasi-frequency detector is a set of bytes. To describe a segment of
a speech signal two bytes. The first byte is the expression of the frequency-detecting
function, the second is the segmentation function. This pair of bytes is generated
every 20 ms. and characterizes a twenty-millisecond time span. Using a set of bytes,
that is, the description of the speech signal in the machine codes, allows you to
achieve the required performance of the entire recognition system, since the data
presented in the machine codes are most quickly processed by a digital computer.
Appendix B presents an excerpt from the complete set of bytes of description of the
speech signal for three speakers. When analyzing the results of a speech signal
description program, it can be concluded that this technique can be used to create a
speaker independent automatic speech recognition system.

Let's explore two words: "Menme" and "Mammuna”. To work with the
FEATURE_SELECTION.exe informative feature extractor program, we first process
the speech signal by determining its length and the energy values of the signal in the
time domain using the SIGNAL_PROCESSINGprogram, which in turn will call the
Filter function and filter it. Then, using CORRELATION, we get correlated energy
values at intervals. Having stored the data in a file with the extension .txt, we can find
informative featuresfor this speechusing FEATURE_SELECTION.exe. This program
has a simple and user-friendly interface: a window with a menu bar.

You can find the correlated energy values of any word using the Open File
menu item in the main program. Let's first examine the information features of the
word "Less", for which we open a file with the correlated energy values of this word,
which were obtained from MatLab.

To view with the help of the energy correlation program that the program will
work with, select the menu item "Output / Correlations™.

An illustration of these actions and menu items is shown in Figure 3.5:
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Figure 3.5 — Main program menu items

A matrix of correlations of all energies, from E; sE1 no Ei15E:s, will be
displayed, with each band being the value of these correlations at intervals of time

every 25 ms. Part of the output of this matrix is shown in Figure 3.6.

LILLO i o a ey

Fopenaui eneprii E1-15E10 [no cToenusam) ~
1 4acy [No cTpideard]

0.0837 01262 0.1116 0.0742 00611 0.0895 0.0895 01125 01237 0.0846 00000
0333503481 0.256930.2242 05315 04111 041171 0148 0.0982 01074 00000
257708851 10114 0629315190, 7875 0.7575 0.4496 0,53 0483300000
34972997908 96442 5726 5.1 5730257302 1.9108 20532 22544 00000
17301659449 41913 1.4888 1.26791 4337 1. 4337 07785 18171 1.0352 00000
196006 4.4897 3.7962 1.8997 1.68 3127 3127 1.9327 22396 2713800000
33474350437 77334 38960 21067 106321 10,5321 6023 32753 2121400000
33147982416 10.9514 41834 39177 129141 139141139408 52812 22167 00000
36,2394 7.2439 10,7662 33407 33258 10.9545 10,9545 13,5287 64609 2176500000
B0.754912.0757 15,6581 B.0147 4367 13,9773 139773 22,8365 14,4149 61852 00000
45,9881 14,3322 13,6052 4 5848 3.8564 11,5292 11 5292 233097 14.9291 503600000
261418 86277 74516 3.1034 2.2744 89075 89075 14.5384 99608 2. 254600000
19317 57756 6.5418 2 6352 21655 4.9352 4 9352 7. 59225 4. 22481.41900000
211517 4.0958 4,3871 20219 1.38913 26475 26475 35307 2.09921.5002 00000
100281 1.7822 212131.3097 11902 2.2404 2. 2404 1 641215134 1.0292 00000
31653 241611612 1.31481.4136 1.5384 15384 1.46891.5947 1.3187 00000
2714208085 1.3722 1.2251 1.0399 0.9567 09567 1.01590.8535 0864500000

07933 0.2574 0.3065 0.2564 02386 0.2721 0.2721 0.2783 02165 0.221300000
05565 0.1483 01284 01607 0114 01853 01853 0.2322 01871 01764 00000

04417 01326 0.1169 0.0761 00692 0.09430.0943 0.0959 01144 0112200000
01625 0.029 0.0623 0.0434 0.0584 0.0954 0.0954 0.0928 0.0841 D.0AM200000

01534 01868 0.1794 0.2251 0228 0.3055 03056 0221801275 015600000

|

Figure 3.6 — The matrix of energy correlations
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Figure 3.7 — Implicit matrix from E,_jsE¢correlations and time

The program builds an implicit matrix, which can be viewed using the
"Output / Implicit Matrix" menu item. The image of the implicit matrix is shown in
Figure 3.7.

The results of the correct output of the implicit matrix can be viewed using
graphs. We construct, for example, a graph of E Eq correlation from time intervals.
The implicit matrix in the first column shows that the values of the units should be in
the time intervals 7-12, ie below this interval immediately there is a second
maximum, above which all values must have the values of logical units. According to
the graph in Figure 3.8, this is indeed true. Having done the rest of the similar checks,
we can conclude that the implicit matrix is constructed correctly.

Next, to display informative features in the New Range window, we will set
the intervals of speech sounds, which will be selected using the spectrogram of the

same word. The spectrogram of the word "Menme" is shown in Appendix B.
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Figure 3.9 — Specify a range of speech sounds

When you click "Ok", the results of the program will be displayed, that is,

informative featuresof the sounds, the intervals of which we set. The result is shown

in Figure 3.10:
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Figure 3.10 — Informative features of speech sounds

Thus, by specifying all the intervals of speech sounds of a word, we obtain
informative featuresfor each sound present in the studied word. In order to find
informative featuresof other sounds, we open a file with energy correlations, such as
the word "System". Similarly, in the "New Range", we set the intervals of sounds,
which will also be highlighted in the spectrogram of a given word and the result will
be obtained. The syllabus of the word system is given in Appendix B.

Thus, the developed program package allows to obtain informative featuresfor

all sounds.
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4AIMPLEMENTATION AND DISSEMINATION OF THE DEVELOPED
SYSTEM

The purpose of this section is to conduct a marketing analysis of the project to
determine the feasibility of its market implementation and possible directions for its

implementation.

4.1 Development prospects

The main obstacles to the further development of automated speech recognition
systems are:

— the need for large volumes of dictionaries;

— noisy speech signal;

— various accents and pronunciations.

The volumes of dictionaries determine the degree of complexity, the
requirements for computing power and the reliability of speech recognition systems.

This will solve the problems associated with morphology, accents, pitch,
tempo, volume, merging words, articulation, speech information, etc. It is expected
that the main direction of development will be language modeling for use in speech
recognition systems.

The problem of isolating the speech signal from the noise background has not
been finally resolved either. Currently, users of voice recognition systems are forced
to work in conditions of minimal noise background.

One of the priority developments in the field of speech recognition is man-
machine dialogue systems, which are being worked on in many research laboratories
around the world. One of such developments is the technical system of AT&T
(USA), which is used for speech recognition in the telephone network: the client can

request one of five categories of services using any words; he speaks until one of the



84

five key words appears in his statement. This system currently serves about a billion
calls per year [32].

Such systems “are able” to work with a continuous speech stream and with
unknown speakers, understand the meaning of fragments of speech of a limited
vocabulary, and take response actions. Systems work in real timeand are able to
perform five functions:

1. Speech recognition - the conversion of speech into text consisting of
individual words.

2. Understanding - grammar analysis of sentences and recognition of semantic
meaning.

3. Information recovery - receiving data from operational sources on the basis
of the semantic value obtained.

4.Speech information generation - construction of sentences representing the
obtained data in the language chosen by the user.

5. Speech synthesis - the conversion of sentences into computer-synthesized
speech [32].

4.2 Areas of application

We outline the main areas of application of speech recognition systems:

1. Automated user interface. Today, for many people, communication with a
computer is still difficult. Speech recognition systems overcome these difficulties. A
huge advantage of voice recognition systems is that they are much faster than any
other types of interfaces. VVoice email program allows you to turn on the computer,
dictate and send messages without touching the mouse and keyboard. Also, people
with physical disabilities will receive a more effective way of interacting with a
computer. The most obvious use of continuous speech recognition system is to
createautomatic shorthand systems that can replace secretaries when dictating voice

texts of letters, notes in a diary, reports. In this case, there is not only savings due to
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reduction in the work of the stenographer, but also an increase in the degree of
confidentiality of information.

2. Mobile device management. It is known how inconvenient and dangerous it
Is to use mobile phones with the usual (tactile) way of dialing while driving. Many
countries have passed laws banning the use of such phones by drivers in order to
reduce the number of accidents. Therefore, lately, mobile phones with voice dialing
have been popular, saving the user from having to dial the desired number manually.
It is enough to say the name of the subscriber, and the connection will happen
automatically. Control and management audio systems are already used in vehicles of
some manufacturers. The owner of the car gives voice commands to control the
temperature, radio, navigation system, which receive voice and execute commands
(DIVO and VoiceCommander).

3. Information services. Modern speech recognition systems are used, for
example, for booking airline tickets, viewing news, accessing databases.Voice
recognition technology has quickly changed the market for telephone services.
Speech recognition systems work in call centers. These systems allow you to
automate the dialogue with the client, as a result of which there is no need for a huge
number of operators who receive phone calls, and reduced staff costs. In addition, the
quality of customer service is improved, since the connection to the machine is
carried out almost immediately, saving customers from the long wait for a free
operator on the line.

4. Business and professional support. For many years, voice recorder systems
designed for representatives of certain professions, for example, doctors and lawyers,
can be found in the software market.

Many representatives of these professions use speech recognition systems in
everyday work. Voice activated home appliances and appliances have become
popular.

5. Combined human-machine interfaces. Over the past decade, the applications
of such systems have expanded significantly and will continue to expand. They are

used, in particular, to control limited access to an object by recognizing a person’s
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face and speech, and performing financial transactions using speech and touch
screens of ATMs [32].

4.3Problems of implementation of speech recognition systems

Consider aspects that impede the global solution to the problem of quality
speech recognition.

1. The pace of speech varies widely, often several times. At the same time, the
various sounds of speech are stretched or squeezed out of proportion. For example,
vowels change much more strongly than half-vowels and especially vocal
consonants. For the so-called slotted sounds there are patterns.

2. By pronouncing the same word or phrase at different times, under the
influence of various factors (mood, state of health, etc.), we generate noticeably
different spectral-temporal energy distributions. This is true even for a double-spoken
word. This effect is much stronger when compared spectrograms of the same phrase
uttered by different people. This effect is usually called the spectral non-stationarity
of speech samples (see examples of spectrograms).

3. A change in the rate of speech and clarity of pronunciation is the cause of
co-articulation non-stationarity, which means a change in the mutual influence of
neighboring sounds from sample to sample.

4. The problem of clustering continuous speech: in a continuous speech stream,
it is difficult to recognize speech units due to inaccurate definition of boundaries.
Here are just a few reasons that prevent the full implementation of speech recognition
systems [32].

Conclusions. Limitations of the use of speech recognition systems within the
framework of the most traditional applications allow us to conclude that it is
necessary to search for potentially new solutions in the field of speech recognition. In
the next decade, the task of recognizing and understanding natural speech, regardless

of language and speaker, will occupy a central place in speech technologies.
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CONCLUSIONS

This master's thesis deals with the problems of speech recognition, namely, the
study of methods for identifying speechsounds.

In the section of feasibility study, the analysis of the existing models of speech
making is made, the choice of the optimal variant of the solution of the task set in the
technical task is made, and also the approximate calculations of the economic
feasibility of the new development are made.

In the special part, a mathematical model based on two modulation methods is
developed: the 1st method is based on the model of "quasi-frequency modulation™ of
the speech signal and is applied at the stage of initial description of the sound types;
Method 2 is based on a fuzzy-logic model and is used to describe sounds that
correspond to particular phonemes of the speech. The offered methods allow to apply
logical procedures of description, segmentation, and identification of sounds and to
automate the process of selection of informative parameters. According to the terms
of reference, algorithms for the identification of sounds in automated keyword search
systems were developed based on the developed mathematical model. Matlab 5.0 and
Visual C++ have developed software that implements the relevant algorithms.

As a result of the machine experiment, the results were obtained, which
confirm the accuracy of the proposed signal description techniques. The analysis of
the machine experiment proves that the applied technique allows obtaining results
invariant to the speaker's voice. Therefore, the proposed technique can be used to
create automated keyword search systems.

In the business part, was conducted a marketing analysis of the project to
determine the feasibility of its market implementation and possible directions for its

implementation.
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1. Title and field of application

1.1. Title — Development and research of methods and models of
speakerindependent identification of phonotypes in intelligent automation systems.

1.2. Field of application— automation and instrumentation.

2. The basis for the development.

The topic of master's thesis is approved by the order of VNTU Ne
from*«__ 709 2019Yy.

3. Purpose.

The purpose of the master's qualification work is to increase the efficiency of
the process of recognition of speech patterns.

4. Initial data for development.

Master's qualification work is performed for the first time. The following
documents should be used during development:

1. 1. Axo A. Teopusi CHHTaKCHYECKOTO aHAIN3a, IEPEBOJA U KOMIUIISALIAN
“CunTakcudeckuit anams” / A. Axo, Jbx. Yaeman. — M. : Mup, 1978. — 224 c.

2. bukoB M. M. BukopucTaHnHs HEHPOHHUX MEpPEX Uil pO3IMI3HABAHHSA
3BykiB MoBU / M. M. bukos, T. B. I'pumyxk, A. A. Paimi // OnTukoenekTpoHH1
iH(popmariino-eHepreTuyni TexHomorii. — 2001, — Ne2, — C. 92-97. ISSN: 1681-
7893.

3. Bunmrok T. K. Ananu3, pacno3HaBaHWE€ W HWHTEPIPETALUS PEUYEBBIX
curnaioB / Buniok T. K. — K. : HaykoBa nymka, 1987. — 261c.

4, Bunmok T. K. O MareMatuyeckux MOJIENIX PEUYEBOrO0 CHUTHAIA,
UCIIOJIb3yeMbIX B pacro3HaBanuu peun / T. K. Buniox // ABTomartmueckoe

pacrno3HaBaHue ciryxoBbix oopazoB. — Kues: UK AH YCCP, 1982. — C. 34- 37.

5. Development requirements.
5.1. List of main features:
— load audio file;

— filtering the input signal by all filters;
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— selection of energy values of filtered signals;

— correlation of all possible combinations of signal energies and finding a
correlation matrix, which is a representation of the speech signal in the
space of correlation features;

— automation of feature selection to describe predetermined phonotype
classes in automatic speech recognition systems.

5.2. Basic technical requirements for development.
5.2.1. Requirements for the software platform:
- WINDOWS 7\8\10;
- Matlab 7.0;
- Microsoft Visual Studio.
5.2.2. Operating conditions of the system:
- work on standard in rooms with standard conditions;
- possibility of round-the-clock functioning of the system;
- the text of the system software is completely closed.
6. Stages of development.
6.1 Explanatory note
1  Feasibility study of selected methods of phonotype  02.10.2019y.
identification in intelligent automation systems
2  Development of methods and mathematical models for ~ 20.10.2019y.

automated selection of phonotype features

3  Software development and machine experiment 02.11.2019y.
4 Testing the results of the study 22.11.2019y.
5 Publications

6 Design of explanatory note, graphic material and 10.12.2019Yy.

presentation
7 Master’s thesis defense 12.12.2019Yy.
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6.2 Graphic materials:
—  structural diagram of the system: «10» December 2019 y.
—  data schema: «10» December2019y.
— diagrams of algorithms of system functioning«11» December2019 vy.

—  demonstration posters: «11» December2019y.

7. The order of control and acceptance.

7.1. The course of master's qualification work is controlled by the head of
work. The border control should be performed till «07» December 2019 y.

7.2. Certification of the project is carried out on preliminary defense.
Preliminary defense of master's qualification work to be carried out till «10»
December 2019 y.

7.3. The final decision on the evaluation of the quality of performance of the
master's qualification work is made at a meeting of the commision. Defense the

master's qualification work«12» December 2019 y.
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METHODS OF SELECTION OF FEATURES

Method 1 is based on a fuzzy-logic model

Method 2 is based on the model of "quasi-frequency modulation” of the speech

signal;
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MODEL OF QUASI FREQUENCY MODULATION

The coded formant positions in the frequency channels:

Mys

b)

5 S Srem T
)

a) high frequency torque value; b) low frequency torque value; c) average frequency

torquevalue

State of signal frequency moments:

[ Apfaf sihm g
M — k=1 M — «i=1 AiJi
TRk rar TS

Frequency detection functionQy:
Q, = Y2 o(MiaMit) o(MpaMi™) =1, M[ > MY 0,M) < M
The average frequenciesf, are determined by the value of the formant

frequencies in the neutral position of the path:

fie = 2k —1) -

4-1,
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COMBINED METHOD OF AUTOMATED FEATURE EXTRACTION
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The logical values "1" are allocated for

correlation:

a)a

E(fi)E(f3)
1

bq

correlationof E(f3)E (fi4)

E{fs)E(fi1)
4

c)d

correlationof E(f1)E(f3)

c)selection of logical values

~ correlationof E (f:)E(f11)

Cin W iBiA:!
' [

Algorithm:

1.

L N o g &

a)selection of logical values

C\m b)selection of logical values

for

for

for

Formation of frequency ranges: their amount, center frequencies,

bandwidth, filter type are selected.
Filtrating

Calculation of the energy

Correlation
Finding b-levels for each correlation and forming "1" intervals
Finding those "1" overlapping intervals

Formation of an implicit matrix for them

Formation by implicit matrix of ranges, energy which will be informative

features (byconorm operation)



SCHEME OF ALGORITHM OF SELECTION OF INFORMATIVE
FEATURES BY THE FUZZY-LOGICAL METHOD

Begin

\ 4
Formation of

freaiiencyv ranaes

A 4
Filtering
FIl TFR

|

Calculating the

energy of

\4
Correlation

CORRFI ATION

A 4

Finding a-levels

\4
Construction of an

imnlicit matrix

\4

Spectrum

analvsis

A

Highlighting

informative featiires

A\ 4

End

99
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SIGNAL_PROCESSINGALGORITHM SCHEME

e

'

Y

'

Determining the length of an
audio file Z

'

end cycl=z-512

'

Transmission limits for
sound filters
pl 1-p15 1,pl 2-p15 2

'

FILTR

.
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SCHEME OF INTERACTION OF SOFTWARE MODULE FOR FUZZY-LOGICAL
METHOD OF SELECTION OF FEATURES

Uploading of audio file

|

Signal_Processing

Filter

sound energy
matrix

Correlation

correlation matrix

Y

Feature_selection

Informative features for
sound ranges
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USE-CASE UML DIAGRAM

Number of rows

<< extends >>

Number of cells

<< extends >>—

Initialization

Number of tables

<< extends >>

tend: . .
et Load files Energy correlations

<< extends >>

User

<< extends >>

The implied matrix

<< extends >>

d:
<< extends >> About author
- <f extends >>
About program

Write data to DB

Informative features

<<include >>

<<include >>

Append data to DB

Edit data in DB

Database
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SCHEME OF ALGORITHM OF SELECTION OF FEATURES BY QUASI-
FREQUENCY METHOD

.

4
SIGNAL

Finding the maximum signal
in | range

v

Generate 1 and 2 bits of
audio file description byte

v

Finding the maximum signal
in Il range

v

Generate 3 and 4 bits of
audio file description byte

v

Finding the maximum signal
in lll range

v

Generate 5 and 6 bits of
audio file description byte

v

Find the maximum signal
across the range

v

Generate 7 and 8 bits of
audio file description byte

v

Find the maximum signal
across the range

v

Forming a segmenting
function (9-16 bits)

e
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SCHEME OF THE ALGORITHM OF TRAINING OF THE CLASSIFIER
ON QUASI-FREQUENCY CHARACTERISTICS

(o )
/ S /
=

X[1)=-1*X[1]

1

k=)

VES:=VES+W[j]*X[i]]
NORM =NORM+X[1 ]

e

KOR=C"ABS{VES)NORM
t=true,

t=false

VES:={;
NOBM:=0

Wh]=W[I+KOR"X[11]

kit =kit+]

fregm

End

T TN

NI
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EXPERIMENTAL RESEARCH.
Fuzzy logical method of feature selection

==

1
g
Zz
w
-
3
o
o

p

DedSES X A A s B2 0

wiindowe  Hel

Insert Tools

Wiew

Edit

File

2500

2000 -

1500 -

1000 -

500 -

45

40

35

30

25

20

15

10

Selection of logical values of 1" for correlation E(f;) E(f,)

58 Vudil_oznak

Biakputi  BueecTu  Adonomora Bexig

Table

910 11 12 13 14 15 18 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 |

g

E1E1
EZE1
E3E1
E4E1

o o o

[u]

[u]

[u]

a
[u]

u]
[u]

E7E1

[u]

[x ]

[x ]

[u]

ESE1l

ESE1

o o a

[u]

[x ]

E10E1l
E11E1
E1ZE1
E13E1
E14E1
E15E1
E1EZ2

o o a

[u]

[x ]

o 0 0 0 o o0 o0

[u]

[u]

[u]

E3E2

E4E2

ESEZ

[u]
[u]

[u]
[u]

EGE2

[x ]

[x ]

E7EZ

The implicit matrix
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Bvdi ook " H

Biakputn Bueectn  fonomora  Buxia

SEVROBEL IHDOPMATHEHL OSHAKKM MOBHMX SEYVEIE

1HTED-

BAaH

et 1-3

"u" 3-3

"z® §-13 E11E15,E11E15,E13E14,E9E15,E10E15,E11E15,E13E15

o 13-17

"#a® 17-28 E1E13,E1E11,E1E13,EZE13,E1E11,E2E14,E1E13,E2E14,E3E11,E1E11,E2E12,E3E13,E1E12,E2E13,E3E14, E4E1!
"u" 28-32 E1E6,E3E7,E4E6R, E4E7

"a" 32-41

< | I | &]

Informative features of speech sounds

1-3
38
813
1317
17-28
28-32
24

Results of operation of the frequency-segmenting classifier
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EXPERIMENTAL RESEARCH
Results of the quasi-frequency feature detector
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EXPERIMENTAL RESEARCH

Results of operation of the frequency-segmenting classifier
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